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Preface

3D Is for Real Life

We are living in a 3D world. Everything we see is in 3D. Seeing is believing.

3D Is Technology Trend

The movies we watch have just turned 3D. Now, even the TVs we watch, the

electronic games we play are turning 3D. The same trend is happening to semi-

conductor technology modeling.

3D Is for Teaching and Learning

Traditionally semiconductor devices are taught with their cross sections and

students may never get a chance to see the real 3D picture. It is time to explore a

whole new world of semiconductor devices in their original 3D form.

A Picture Is Worth a Thousand Words

With explosive amount of information available in the information age, a new

generation of students demands more efficient way of learning than reading long

paragraphs of texts. Whenever possible, this book uses 3D illustrations to explain

the ideas in semiconductor processing and device modeling.

What Is 3D TCAD?

The semiconductor transistor is the foundation of modern electronics technology

and is undoubtedly one of the great innovations of the twentieth century. Technology

Computer Aided Design (TCAD) refers to numerical modeling of semiconductor

technology process and device characteristics using software tools. Some of the

earlier iterations of these tools were developed at Stanford University in the 1980’s

and were in 1D or 2D due to limitations in computer speed and memory. This book

extends these concepts to a new dimension.
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3D TCAD is now made possible because of advances in computer hardware.

3D TCAD gives us an unprecedented experience in device design and new insights

into their behavior. For the first time, we are able to view the device as they actually

exist rather than using 2D cross sections.

Why 3D TCAD?

Semiconductor devices are all in 3D as we pointed out. Many devices have strong

3D effects which conventional 2D simulation cannot provide the accuracy required

in TCAD projects.

How to Setup 3D TCAD?

This might be the very first book that deals exclusively with 3D TCAD simulation.

The book will be focused on how to set up a 3D TCAD simulation, from mask

layout all the way to electrical/optical device simulation. We offer plenty of 3D

examples with step by step guidance, making the book a useful reference for those

who wish to set up their first 3D simulation using any TCAD tools with 3D

capability.

This book is arranged in ten Chapters. The first chapter provides an overview of

semiconductor industry and TCAD usage. The second and third chapter are devoted

to giving advanced user an overview of the physical models used in both process

and device simulation. The fourth chapter prepares the reader with basic knowledge

of 3D TCAD. It will bridge the gap between layout mask and simulation. Topics

like how to set up 3D TCAD, the file structure and an overview of the simulation

tools are included. Use of GPU acceleration in 3D TCAD is also explained.

Device examples start from Chap. 5 and are divided into several categories: P-N

junction diodes, MOSFET and CMOS technology, power devices, interconnect,

CMOS image sensor and Laser diodes. These examples cover most of the popular

devices in use today and provide useful technology and physics insights.

Who Is This Book For?

Senior undergraduate students and graduate students, working professionals and

engineers, professors who wish to find a teaching reference book and others who are

interested in learning about semiconductor devices or simulations.

3D Is for Real Life

We are living in a 3D world. Everything we see is in 3D. Seeing is believing.
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Chapter 1

Semiconductor Industry and TCAD

1.1 The Semiconductor Industry

Technological advances in the past few decades have taken place at a breakneck

pace. From the now-ubiquituous smartphone to new technologies like the Apple

iPad™ and 3D TV, new ideas continue to change our daily lives and innovation

shows no signs of slowing down. Unbeknownst to most of the public, these new

products are only made possible by matching innovations in semiconductor

technology.

The semiconductor industry is one of the key driving force in today’s global

economy. It is also one of the most dynamic economy sectors. Ever since its first

appearance in the 1960s, it is now a $250 billion industry [1]. Figure 1.1 gives some

key applications of semiconductor technology.

The semiconductor industry is structured much like a food chain pyramid

(Fig. 1.2) where the top levels of the pyramid require the lower levels to function

properly. In terms of industry size, the pyramid is somewhat inverted and most

players in the industry occupy the topmost levels. The lowest level of the pyramid is

the wafer suppliers and Electronic Design Automation (EDA) tools suppliers.

TCAD or Technology Computer Aided Design is a special category within EDA.

It is used widely by semiconductor device engineers to design process flows and

various kinds of devices. The second level is device engineering, which consists of

both process integration and device design. Engineers in this group will generally

utilize TCAD tools to help them understand and design process recipes and

structures for various devices. TCADmay even help them to predict their electrical,

thermal and optical properties under different operating conditions without actual

fabrication (i.e. virtual prototyping) provided that proper calibration has been done.

The level above device engineering is called circuit level, which uses the process

and device designed by the device/process engineers to build functional ICs. These

functional ICs are the building blocks for system engineers, who eventually design

S. Li and Y. Fu, 3D TCAD Simulation for Semiconductor Processes, Devices
and Optoelectronics, DOI 10.1007/978-1-4614-0481-1_1,
# Springer Science+Business Media, LLC 2012
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hardware of cell phones, laptops, etc. for end users. This of course should be

combined with software development from the upper level, level 5. The topmost

level, which is often neglected by engineers but actually very important is the

product marketing, without which all the effort from level 1 to level 5 are in vain.

Fig. 1.1 Semiconductor technology and some of its applications

Level 6.Final Products Marketing

Level 5.System architecture, Software
Development

Level 4.Manufacturing, Packaging &
Testing

Level 3.IC Design: Analog, Digital and
Mixed Signals

Level 2.Device Engineering: Discrete
and Integrated Devices

Level 1.Wafer and EDA tools

Fig. 1.2 Pyramid level illustration of semiconductor industry
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1.1.1 Types of Semiconductor Companies

In order to give reader a clear picture of who in the industry will be using the TCAD

tools, some basic knowledge of company types in the semiconductor industry is

necessary. Generally, semiconductor companies can be divided into three categories,

namely: IDM (Integrated Device Manufactures), Fabless and Pure-players

(Foundries) as shown in Fig. 1.3.

Until recently, most of the largest semiconductor companies in the world were

IDMs. Industry giants like Intel and Samsung are clear examples. Table 1.1 shows

the top ten semiconductor companies in the second quarter of 2009, with data

coming from EE times [2]. As previously discussed, the semiconductor industry is

vibrant and dynamic so the rankings change every quarter.

Generally, engineers in the IDMs and foundries use TCAD tools to help them

build semiconductor devices and simulate electrical, thermal and optical

Fig. 1.3 Types of semiconductor companies

Table 1.1 Global

semiconductor companies

ranking as of Q2 2009 [2]

Rank Company Headquarters Type

1 Intel U.S. IDM

2 Samsung South Korea IDM

3 Toshiba Japan IDM

4 Texas Instruments U.S. IDM

5 TSMC Taiwan Foundry

6 STMicroelectronics Europe IDM

7 Qualcomm U.S. Fabless

8 Renesas Japan IDM

9 Sony Japan IDM

10 Hynix South Korea IDM

1.1 The Semiconductor Industry 3



characteristics under different bias conditions. While most fabless do not have

manufacturing capabilities, only a few of them need to use TCAD on a daily

basis. Some fabless design houses of discrete power devices use TCAD to help

them reduce the design cost and time.

1.1.2 Semiconductor Engineering Groups in a Typical IDM

TCAD users for microelectronics application can be divided into several categories:

• Advanced/nano technologies, with typical companies like IBM and Intel

• Companies developing smart power IC/BiCMOS-DMOS(BCD) technologies,

like Texas Instruments and Freescale Semiconductor

• Discrete Power device providers, such as International Rectifier

• Compound semiconductor providers, like Cree

• Optics and Photonics companies

University students who specialize in semiconductors but do not have any

industry experiences may wonder how the R&D groups in a typical semiconductor

company might be organized. While it is true that the exact name and functions

differ from company to company, the basic group functions are similar. A typical

IDM has several groups of people focusing on different aspects of device and

IC design.

Figure 1.4 illustrates an example for the device R&D groups of an analog/

mixed-signal/smart power (BCD) company: groups with “(T)” use TCAD tools

extensively. The arrows indicate the direction of support between groups. For

instance, the device design group will support the IC design group, while

Fig. 1.4 Device engineering groups in a typical IDM
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coordinating closely with the compact modeling and ESD groups. However, the

arrow direction does not necessarily mean single direction support: most of the

work is done cooperatively within a company, even if those groups operate in

different locations or even in other countries.

Note that different companies have very different group definitions based on

their unique market situations and company strategy. For example, some smaller

companies may not have individual TCAD support group. The device engineers

tend to be capable of performing TCAD simulation, device design and process

integration at the same time, while some larger enterprise may hire specific TCAD

engineers to do the simulation work. Some largest players even develop their own

TCAD software and calibrate it to fit their own process. This is especially true for

advanced CMOS technology development, where a lot of work needs to be done to

have the TCAD tools accurately fit the advanced process, which often involves

quantum effects.

1.2 A Typical Analog/Power Technology Development Flow

As discussed previously, many semiconductor companies with different product

focus run TCAD simulations. Analog/power IC/discrete power devices companies

are chosen as an example here since, as a group, these companies are more

homogeneous than those in the optics and photonics field.

Figure 1.5 shows a simplified development flow for analog and power technology

involving nine steps. The first step is planning, which determines the fundamental

questions such as the kind of wafer to be used, what technology node to apply (e.g.

22, 45 nm, etc.). This is followed by the device design stage, at which process

integration steps should also be determined. TCAD virtual fabrication and testing

1.Planning (bulk or 
SOI, 0.13um or 

0.18um, etc.)

2.Device Design, 
Process Integration

3.TCAD Virtual 
Fabrication and 

Virtual Test

4.Layout for Test 
Vehicle

5.Tape-out and 
wafer coming back

6.Wafer level 
testing, additional 

TV if necessary

7.Compact 
modeling based on 

test result

8.Technology 
Qualification 

(TDDB, EM, HCI, 
etc.)

9.IC design with 
the help from PDK 

group

Fig. 1.5 Simplified process flow of analog and power technology development
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always accompanies the device design stage: extensive modeling needs to be done

well in advance of the first physical prototypes. In most cases, TCAD calibration is

necessary; very often, results from previous technologies and other measurements

can serve as a guideline.

After everything is ready, the fourth step is creating the layout for test vehicles

(aka “testing wafers”). The devices and shapes for reliability testing should be

drawn even for the first test vehicle to provide a “look ahead” practice and prevent

last-minute failures. During the waiting period before a wafer comes back from the

foundry, device engineers must work closely with process integration engineers and

fab personnel to monitor the fabrication process and make sure everything is

proceeding according to plan. This step may involve different measurements

including TEM (Transmission Electron Microscopy) and SEM (Scanning Electron

Microscopy). In comparison with TEM, SEM is capable of capturing comparatively

large area of the specimen while TEM has better resolution to image individual

atoms [3].

After fabrication, wafers are sent back for wafer-level testing and the results

are used to build a compact model. After several run of test vehicles, the new

technology is ready for qualification. TDDB (Time Dependent Device Breakdown),

EM (Electron Migration) and HCI (Hot Carrier Injection) tests are routinely

carried out. Depending on the desired application, different tiers (automotive tier,

industry tier, consumer electronics tier, etc.) of reliability will be required. After all

qualification tests are completed and the compact models are built, the device

design is ready. The IC design engineers then may carry out for the IC design

and testing work.

1.2.1 Planning Stage

The planning stage is one of the most critical steps of new technology development;

without proper planning, the whole project cannot be carried out smoothly. Device

engineers work closely with business and strategy department to make sure every-

body is comfortable with the new technology. At this stage, engineers should

foresee the future need, usually 2–5 years, to make sure the new technology is

neither too advanced (which may be costly) nor too conservative (which will make

it obsolete even before release). Engineers need to understand the applications

of the new technology, since different applications will require different

technologies. The choice of technology node is an important but risky task. This

is especially true for analog and power technologies. For analog and power

technologies, there is no equivalent to the “Moore’s law” [4] guideline of improve-

ment found in advanced CMOS technologies and the intended market will deter-

mine the technology to be used. Analog and power technologies often use

technologies that are two or three generations older than their digital counterpart

as well as smaller wafer sizes (e.g. 8 in. vs. 12 in.) (Fig. 1.6).

6 1 Semiconductor Industry and TCAD



1.2.2 Device Design Stage

In the device design stage, device engineers work closely with process integration

engineers to design novel devices for various applications. The goals of the design

can be varied but often involve improving devices from earlier generations.

Device design is a complicated job. It requires a lot of considerations. Even highly

skilled device engineers need to turn to TCAD simulators from time to time for

verification of his or her thoughts and to have a better picture of the underlying

physics. Of course, like any other software the results of the simulation depend on

the input parameters and the results should not be trusted blindly. Experience and

instinct play a much more important role in design.

Figure 1.7 gives an outline of important aspects during the device design stage.

TCAD tools are frequently used by device design engineers to save time and cost as

well as understanding the physics behind.

1.2.3 Fabrication and Test Stage

In this stage, engineers layout the test devices, tape-out the design and perform

wafer-level tests after wafers come back from the fab. Before fabrication, a

Design Rule Check (DRC) is usually performed to ensure the final IC layout

• What is the application (Wireless? Autos? Industry? Consumer?)

• What is the technology you are working at? (RF? High voltage? Advanced 
CMOS? BiCMOS? BCD?)

• What technology node you want to adopt (0.25um? 0.13um? 90nm?)

• What wafer technology do you want to use? (Bulk Silicon? SOI? Through 
hole?)

• What type of isolation you want to apply? (STI? DTI? P-N? LOCOS?)

• Approval from business unit, how many masks and stages? At what cost?

1

2

3

4

5

6

Fig. 1.6 The planning stage of a simplified analog and power technology flow
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obeys the rules specified by PDK (process design kit) engineers at the fab.

This helps increase the process yield by checking important parameters like the

minimum width, spacing and coverage of all the elements of a complex design [53].

The steps involved at the fabrication and test stage of a new technology are shown

in Fig. 1.8.

The term “tape-out” means to send the finished design masks to the fab.

It derives from the early days of the technology when the enlarged “artwork” for

the photomask was manually “taped out” using black line tape and adhesive-backed

die cut elements on sheets of PET film [5, 6].

1.2.4 Reliability and Qualification Stage

After several test vehicles, the technology is ready to be tested by reliability

engineers. Typical reliability tests include TDDB (Time-dependent dielectric

breakdown), HCI (Hot Carrier Injection) and EM (Electron Migration). Different

tiers of reliability will be required for different product applications: applications

that have safety implications (e.g. automotive) have much stricter requirements

than other consumer products. Other tests like IDDQ (measuring the supply current

What kind of devices
you need? 

Digital MOSFETs
Analog MOSFETs
Power MOSFETs

Zener diode
HV diode

BJTs

Capacitors (poly-
poly capacitor, 
metal-insulator-
metal capacitor),

DRC test shapes, 
etc.

Resistors (diffused, 
poly), 

Any possible 
improvement over last
generation for device
performance? Part 1

Higher BV? Lower
Ron? 

Better SOA? Better
ESD robust? 

Better temperature 
coefficient and 

voltage coefficient 
for resistors? 

Higher Beta for
BJTs? Better power
handling of power

devices?

Lower substrate 
leakage (minority 
carrier injection?)

Higher capacitor 
density? 

Any possible 
improvement over last
generation for device
performance? Part 2

Reliability test 
shapes, for TDDB, 

HCI and EM?

Metal interconnect 
scheme for large 
power LDMOS? 

Fuse/Anti-
fuse/NVM?

TCAD Simulation 

Various device 
structures are 
virtually tested 
with TCAD tools

Process integration
steps like buried

layer, well implant,
STI, etc. need 

TCAD

Calibrated data 
from previous 
technology are 

reused

Important 
performance 

parameters like 
Vth, BV need TCAD 

Fig. 1.7 Device design stage considerations
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(Idd) in the quiescent state) should also be performed as needed. Note that look-

ahead reliability tests should often be carried out in parallel with the device

design in order to avoid last-minute failures.

1.3 About Technology Computer Aided Design (TCAD)

1.3.1 Difference Between IC CAD and TCAD

Unlike the IC design CAD (IC-CAD) tools, which use compact models to simulate

circuit level behavior, TCAD is purely physics–based. TCAD tools model the

behavior of semiconductor devices using fundamental physical models like the

current continuity (drift-diffusion) and Poisson equations. TCAD tools typically

operate at the device level and usually only have very basic models for external

circuit elements. Tools that go beyond simple models and integrate TCAD with

SPICE [7] (Simulation Program with Integrated Circuit Emphasis) models are

usually referred to as “mixed-mode” simulators.

A modern TCAD software package includes several simulation tools: the pro-

cess simulator, the device simulator, the Graphical User Interface (GUI) and

plotting tools. This book will give step by step instructions on how to set up a

simulation. A typical TCAD software suite is shown in Fig. 1.9 and TCAD GUI

tools example are shown in Fig. 1.10.

1
• Layout using software tools and tape-out, wait for the silicon to come back

2

• In the mean time, compact modeling group ramps up using some paper 
model, if the project is very time sensitive.

3

• Process integration engineers give feedback on the status of the process, and 
may perform some tests by withdrawn some wafers during specific stages. 

4

• TEMs are taken to assure the engineers or figure out problems with the 
design or process. 

5

• After the fabrication is done, wafer level tests are first carried out by fab 
engineers for SGPC data.

6

• Wafer is shipped to device and modeling engineers, a more detailed 
characterization is performed. 

Fig. 1.8 Device fabrication and test stage
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Fig. 1.10 An example of TCAD GUI tools

Fig. 1.9 A typical TCAD software suite
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1.3.2 Semiconductor Process Simulator

A semiconductor process simulator models the effects of the various steps involved

in semiconductor fabrication: growth, etching, depositing, etc. Most process simu-

lators in use today are derived from the SUPREM.IV.GS code which was originally

developed at the Integrated Circuit Laboratory of StanfordUniversity [8]. SUPREM.

IV.GS has long been recognized as the industry standard in process simulation.

SUPREM is very easy to understand and its intuitive commands make the process

simulation input files resemble the process flow sheet at a manufacturing site.

CSUPREM [9] is one of the tools which owe its existence to SUPREM.IV.GS.

It not only inherits the essential physical models in the original version from

Stanford but also contains substantial enhancements and extensions. Most signifi-

cantly, the entire mesh system has been redesigned and extended to allow for full

2D/3D modeling at a very low computational cost. The syntax of CSUPREM is

very similar to that of the original and differs only in the areas where the software

has been enhanced.

In this book, most of the CSUPREM code examples are directly convertible to

other TCAD tools that have evolved from SUPREM.IV.GS. In cases where the

syntax differs, equivalent commands can often be found by consulting the process

simulator’s reference manual. The easy to read process simulation code can serve as

a good tutorial to understand the more complicated process flow sheets used in the

industry. The user should also keep in mind that the scope of this book is about 3D

TCAD simulation, rather than a semiconductor device physics or process technology

flow textbook. The process conditions used in this book are just for tutorial purposes

and are oversimplified. This book is by no means a guide to perform a real device

manufacturing: a device designer must rely on their experience and follow fab

guidelines and recipes for most process steps. On the other hand, this book may

serve as a valuable reference for TCAD simulations, no matter which software suite

the reader is using.

As an example, a 3D process simulation of FINFET structure is shown in

Fig. 1.11. Nine steps are used to virtually fabricate the device.

1.3.3 Semiconductor Device Simulator

Semiconductor device simulators can model the electrical, optical, thermal and

sometimes even the mechanical properties of devices. They can be used in

standalone mode by defining the device structure or used in conjunction with a

process simulator. These tools allow the user to work on band structure engineering,

quantum confinement and other optimizations that would be difficult to accomplish

using experimental results alone.

Most device simulators are based on 2D/3D finite element analysis of electrical,

thermal and optical properties of compound and silicon semiconductor devices.
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The simulator solves the Poisson and current continuity equations and includes

additional models like carrier energy transport (hydrodynamic model), quantum

mechanical wave equations and scalar wave equations for photonic wave guiding

devices.

Different TCAD software suites have different names for their individual

simulators, the fundamental physics are similar. This book focuses on methods

rather than software tool itself. Even though the device simulations for all the

examples in the book use Crosslight’s APSYS device simulator [10], the reader

can apply the simulation methods used in this book to other TCAD software as

well. It is true that it takes some time to familiarize oneself with a brand new

software suite. But just like driving a new car requires less adaptation than learning

to drive in the first place, a skilled TCAD user can easily switch to a different

TCAD tool.

In this book, all APSYS device simulation codes are named as “device simula-

tion code”. This is because the skills taught from the examples can be applied to

other device simulators. Figure 1.12 shows an example of device simulation result:

the S11 and S22 parameters of a device plotted on the Smith Chart after small signal

AC modeling.

Fig. 1.11 3D process simulation of FINFET structure
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1.3.4 Why 3D TCAD?

There are many benefits to using 3D TCAD, most notably that it shows the full

device structure rather than a 2D cut. The real world is 3D and having a better

representation and understanding of reality has always been the goal of CAD and

TCAD tools.

Some devices do not have any natural variation along the z direction so a 3D

simulation brings very few benefits. In many other devices, the structure of the

device itself requires 3D simulation. For example, for the large interconnect

structures coupled with underlying devices which will be presented in Chap. 8,

2D simulations are meaningless. MEMS devices never appear in 2D form and

superjunction LDMOS is best understood if 3D simulation is performed to name

only a few examples.

Figure 1.13 is a 3D simulation of CMOS image sensor. Do not be intimidated by

this structure: this book will explain the process steps needed to build structures

such as this.

1.3.5 Stacked Planes Method vs. Traditional Bulk
Method for 3D TCAD

Given the usefulness of 3D simulation, one may wonder why this has not been

routinely used in the past. The answer to this question is simple: there is always a

tradeoff between the accuracy of the model and the speed of the calculations.

Fig. 1.12 S11 and S22

plotted on the Smith Chart

from APSYS device

simulation
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The amount of time required to perform a simulation can vary depending on the

number of mesh points involved, the level of approximation in the physical models

and the computing power available. A moderately complex 3D structure modeled

with a modern quad-core PC can take several hours to model but this can increase

substantially in certain cases. In the extreme case, the modeling time for a device

can become days or weeks and it becomes comparable to the turn-around time to

fabricate the actual wafers. At this point, there is almost no benefit in using TCAD

tools at all, especially given the short lifecycle of today’s consumer electronics.

The method used to generate the 3D mesh for the simulation is also of vital

importance. Mesh generation is a complex subject and automated methods of mesh

generation developed in fields like mechanical engineering do not work as well for

semiconductor physics. Typical 3D mesh tools try to generate tetrahedral elements

with a regular shape which, when combined with a requirement to respect internal

boundary conditions, can often greatly oversample certain areas of a device. This

can lead to a substantial increase in computational requirements.

An alternative method was developed to avoid these problems and generate

a smaller mesh count. Rather than using 3D tetrahedral elements, the mesh is

based on a set of stacked planes: 2D mesh triangles in the x-y plane are extruded

Fig. 1.13 3D TCAD simulation of CMOS image sensor
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along the z direction to form a triangular prism. This allows for the local 2D mesh to

be optimized on a per-plane basis and concentrated in areas where strong lateral

effects are expected. Similarly, the number of mesh planes can be increased in

regions where the z direction is important. An experienced device designer quickly

learns which areas are the most important to sample correctly.

Figure 1.14 shows a quick comparison between the two mesh generation

methods [11].

Two examples based on the stacked planes method are given in Figs. 1.15 and

1.16. The first structure is an NMOS structure with only two stacked planes. Two

planes is the absolute minimum needed to define a 3D volume. This actually brings

no benefit over a 2D simulation since both planes are exactly alike. In structures

where the longitudinal variation in the z-axis must be sampled, a minimum of three

mesh planes should be used.

Fig. 1.14 The stacked planes method vs. traditional bulk structure

Fig. 1.15 A simple structure with two stacked mesh planes
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The second structure is a complicated interconnect structure with two metal

layers and one polysilicon layer. The total stacked planes count for the interconnect

structure is 38 planes. Here, the longitudinal variation is well-sampled but the extra

precision required increases the numerical cost of the simulation.

1.3.6 Quasi-3D vs. Full-3D in Process Simulation

Because of the unique mesh structure, there is an extra degree of freedom in the 3D

modeling. In certain cases, the 3D structure itself may be important (due to different

process steps acting on different regions of the device) but it may be possible to

neglect interactions between mesh planes. For example, a process simulation user

may not care about the amount of dopant diffusion or oxidation in the z-direction.

In that case, a Quasi-3D simulation may be of use: by turning off the plane-to-plane

interactions, the simulation may be sped up significantly. Note that this is not

possible in cases where the plane-to-plane interactions contain essential physics

and that full 3D should be used in these cases.

An example is shown with 3D segregation using both full 3D and quasi-3D.

They were built to give user a clear picture of the differences between full 3D and

quasi 3D. The mesh design for the x-y plane and y-z plane are deliberately made the

same so that the reader can see the diffusing along both x-y plane and y-z plane.

Figure 1.17 is the structural view of the segregation example, with quasi 3D and full

3D net doping chart showing below.

From figures above, one can tell the significant difference between quasi3D and

full 3D. While full 3D process simulation takes substantially longer time than quasi

3D, it is often necessary when the third dimension (z direction) effect is considered.

Fig. 1.16 A more complex structure with 38 mesh planes
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Still another method called hybrid 3D, which takes into account the 3D oxidation

only. For LOCOS process growth, the oxide will grow into the z direction to form

the famous “bird’s beak”. If the doping condition underneath the oxide layer stays

the same in the z direction, we can neglect the dopant diffusion in the third

dimension and consider only the oxide diffusion. By neglecting plane-to-plane

dopant diffusion and only consider plane-to-plane oxide diffusion, hybrid 3D

improves the simulation speed over full 3D, while trail behind that of quasi 3D.

Fig. 1.17 3D segregation example
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Chapter 2

Advanced Theory of TCAD Process Simulation

2.1 Diffusion Model in TCAD

A key simulation task in TCAD process simulation is to solve the diffusion

equations over the simulation mesh to predict the impurity doping profile after

thermal processing. In 3D TCAD, the simulation grid size is large and diffusion is

often the most time-consuming simulation procedure. Due to its importance in 3D

TCAD, we describe the theoretical background of impurity diffusion based on the

SUPREM-IV.GS code from Stanford University [8]. SUPREM-IV.GS is a widely

recognized simulation software in TCAD and currently several commercial

versions of it are available on the TCAD market, all of which inherit the physical

models described in this chapter.

The latest models of impurity diffusion are often based on the concept of pair-

diffusion. These models not only account for the effect impurity interactions via

space charge, but also accurately describe the interaction between impurities and

lattice point-defects such as interstitials and vacancies. The impurity atoms cannot

diffuse by themselves and require neighboring point-defects as a diffusing vehicle. It

is common to refer to impurities involved in a point-defect related diffusion mecha-

nism as dopant-defect pairs. We label a dopant A paired with a vacancy V as a AV
pair, a dopant A paired with interstitial I as a AI pair. So, the diffusivities of dopants
are represented by the diffusivities of dopant-defect pairs. Impurity diffusion in

TCAD simulation includes several types which we will introduce as follows.

2.1.1 Vacancies

In addition to dopant-defect paired diffusion we just mentioned, vacancies can

diffuse by themselves. The vacancies obey a complex diffusion equation which can

be written as [12]:

S. Li and Y. Fu, 3D TCAD Simulation for Semiconductor Processes, Devices
and Optoelectronics, DOI 10.1007/978-1-4614-0481-1_2,
# Springer Science+Business Media, LLC 2012
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@CV

@t
¼ r! � � JV

�!�
X

imp
JAV
�!� �

� R (2.1)

where CV is the vacancy concentration, JV
�!

refers to the vacancy flux, JAV
�!

refers to

the flux of the dopant-defect pair AV, and R describes the recombination of

vacancies. This model represents the diffusion of all vacancies, both paired and

unpaired. It can be formally derived by assuming thermal equilibrium between the

species and that the simple pairing reactions are dominant [12].

The pair fluxes are the contributions to the total vacancy flux from the impurity

diffusion and will be described in a subsequent section. The unpaired vacancy flux

can be written as [12]:

� JV
�! ¼ DVC

�
Vr
!CV

C�
V

(2.2)

It is important to note that the equilibrium vacancy concentration C �
V is a

function of Fermi level [13]. This flux accounts correctly for the effect of an electric

field on the charged portion of the defect concentration.

The bulk recombination is simple interaction between interstitials and vacancies

and can be expressed:

R ¼ KRðCICV � C�
I C

�
VÞ (2.3)

where KR is the bulk recombination coefficient, and CI and C�
V are the interstitial

and interstitial equilibrium concentration, respectively.

The defects obey a flux balance boundary condition, as described by Hu [14]:

JV
�! �*nþ KVðCV � C�

VÞ ¼ g (2.4)

where *n is the surface normal, KV is the surface recombination constant, and g is

the generation, if any, at the surface.

2.1.2 Interstitials

Interstitials diffuse according to an equation similar to that for vacancies. They

obey a complex diffusion equation which can be written [12]:

@ðCI � CETÞ
@t

¼ r! � �JI
!�

X
imp

JAI
�!� �

� R (2.5)

20 2 Advanced Theory of TCAD Process Simulation



where CI is the interstitial concentration, CET is the number of empty interstitial

traps, JI refers to the interstitial flux, JAI refers to the flux of impurity A diffusing

with interstitials (to be detailed later in this chapter), and R is all sources of bulk

recombination of interstitials. This model represents the diffusion of all interstitials,

both paired and unpaired. It can be derived from assuming thermal equilibrium

between the species and that the simple pairing reactions are dominant [12].

The trap reaction was described by Griffin [15]. This model explains some of the

wide variety of diffusion coefficients extracted from several different experimental

conditions. The trap equation is:

@CET

@t
¼ �KT CETCI � e�

1� e�
C�
I ðCT � CETÞ

� �
(2.6)

where CT is the total trap concentration, KT is the trap reaction coefficient, e� is the
equilibrium trap occupancy ratio. Instead of the reaction, the time derivative is used

in the interstitial equation because it has better properties in the numerical

calculation.

The pair fluxes are the contributions to the total interstitial flux from each of the

models for the impurities (e.g. antimony, arsenic, boron, phosphorus). The unpaired

interstitial flux can be written as [16]:

� JI
!¼ DIC

�
I r
!CI

C�
I

(2.7)

It is important to note that the equilibrium concentration C�
I is a function of Fermi

level [13]. This flux accounts correctly for the effect of an electric field on the

charged portion of the defect concentration.

The bulk recombination is the same process described for vacancies in the

previous section. Like vacancies, interstitial defects obey a flux balance boundary

condition, as described by Hu [14]:

JI
!�*nþ KIðCI � C�

I Þ ¼ g (2.8)

Where *n is the surface normal, KI is the surface recombination constant, and g is

the generation, if any, at the surface.

2.1.3 Active Impurities

Some dopants diffuse only when they are activated and the diffusion equation

depends on the activated concentration of the impurities. Here activation is used

to describe how well the impurity atoms are incorporated into the host lattice. In

process simulation dopant activation is achieved via thermal annealing and this
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depends on solid solubility and other factors. For n-type dopants, this model applies

to arsenic and selenium. The diffusion equation is as follows:

@CT

@t
¼ r! � � JAI

�!� JAV
�!� �

(2.9)

The paired diffusion fluxes are given by the following.

JAV
�! ¼ �DVCA

CV

C�
V

r!ln CA
CV

C�
V

n

ni

� �
(2.10)

JAI
�! ¼ �DICA

CI

C�
I

r!ln CA
CI

C�
I

n

ni

� �
(2.11)

The p-type dopants boron, beryllium and magnesium follow similar equations:

JAV
�! ¼ �DVCA

CV

C�
V

r!ln CA
CV

C�
V

p

ni

� �
(2.12)

JAI
�! ¼ �DICA

CI

C�
I

r!ln CA
CI

C�
I

p

ni

� �
(2.13)

In the above, n and p refer to the electron and hole concentrations and ni refers to the
intrinsic carrier density.

We also note the total concentration of impurities (CT) appears on the left-hand side

but only the activated concentration (CA) is found on the right-hand side. The relation-

ship between these two quantities is complex and beyond the scope of this book.

2.1.4 Inactive Impurities

Some types of impurities are able to diffuse when paired with point-defects without

being activated. Examples of this behavior include n-type dopants like phosphorous

and antimony. Please note that the total concentration CT appears on both sides of

the equation here.

@CT

@t
¼ r! � � JAI

�!� JAV
�!� �

(2.14)

JAV
�! ¼ �DVCT

CV

C�
V

r!ln CT
CV

C�
V

n

ni

� �
(2.15)

JAI
�! ¼ DICT

CI

C�
I

r!ln CT
CI

C�
I

n

ni

� �
(2.16)
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2.1.5 Neutral Impurities

In TCAD process simulation, many charge neutral impurities are involved in the

diffusion process. These include oxidants such as O2 and H2O (during oxidation

steps), gold, cesium, and germanium. Inter-diffusion of germanium in silicon as

neutral impurity is of great importance since Ge has been used to produce the

mechanical stress in nano-scale CMOS with stress-induced mobility enhancement.

Diffusion of charge neutral impurities simply follows Fick’s law:

JT
!¼ �D:r!CT (2.17)

@CT

@t
¼ �r! � JT! (2.18)

2.1.6 Si-Ge Inter-diffusion

While it is easy to describe all diffusion of charge neutral impurities by Fick’s law,

the situation gets somewhat complicated if highly concentrated Ge and Si elements

diffuse into each other while the composition and induced strain/stress keeps

changing. The simple model of Fick’s law is useful only if the diffusivity can be

written using the Arrhenius function. This is usually the case but it may not be

applicable for inter-diffusion. Due to its importance in nano-scale MOSFET, we

introduce different diffusion mechanisms.

• Dopant diffusion: Dopant diffusion process is such that the host lattice does not

change and the dopant concentration is dilute compared with the host. Dopant

diffusion is driven by the chemical potential gradient which is the case for

common dopants like boron and arsenic in silicon.

• Self-diffusion: In a self-diffusion process, a dilute concentration isotopes

diffuses in a homogenous host with no change in chemical potential.

• Si–Ge inter-diffusion at Si/SiGe interfaces is driven by a chemical potential

gradient. Both elements transport through the interface and the lattice compo-

sition changes by intermixing. In a Si/SiGe heterostructure, Si and Ge

concentrations are both on the order of 1E+22 cm�3. As a result, not only is

the diffusivity a strong function of the position-dependent Ge composition,

but also the simple Arrhenius function cannot be used in the Fick’s law

model [12].

A quick example for Si-Ge inter-diffusion is built with the process simulator

(Fig. 2.1).
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2.2 Stress Models

Modeling stress is one of the important tasks of TCAD process simulation espe-

cially when stress is incorporated into the device to enhance performances. The

stress theories implemented into SUPREM-IV.GS are described below and can be

found in most mechanical engineering books.

2.2.1 Governing Equations

The equation of motion for linear elasticity (i.e. Newton’s second law) relates the

displacement vector (u, v, w) to the applied stress and external forces:

@2ru
@t2

¼ @sxx
@x

þ @syx

@y
þ @szx

@z
þ Fx (2.19)

@2rv
@t2

¼ @sxy
@x

þ @syy
@y

þ @szy
@z

þ Fy (2.20)

@2rw
@t2

¼ @sxz

@x
þ @syz

@y
þ @szz

@z
þ Fz (2.21)

where

sxx ¼ C11

@u

@x
þ C12

@v

@y
þ C12

@w

@z
(2.22)

syy ¼ C12

@u

@x
þ C11

@v

@y
þ C12

@w

@z
(2.23)

Fig. 2.1 Si-Ge inter-diffusion stress example: structure (left) and Sxx plot (right)

24 2 Advanced Theory of TCAD Process Simulation



szz ¼ C12

@u

@x
þ C12

@v

@y
þ C11

@w

@z
(2.24)

sxy ¼ syx ¼ C44

@v

@x
þ @u

@y

� �
(2.25)

syz ¼ szy ¼ C44

@w

@y
þ @v

@z

� �
(2.26)

szx ¼ sxz ¼ C44

@w

@x
þ @u

@z

� �
(2.27)

The C coefficients are elastic stiffness constants, the F terms are the external

body forces acting on the material of interests and r is the density of the medium.

Please note that this equation applies to any material system with cubic symmetry

(such as silicon); for other crystals, a different stress tensor would apply. Given

Young’s modulus E and Poisson’s ratio n, the stiffness constants can be calculated

as follows:

C11 ¼ Eð1� vÞ
ð1þ vÞð1� 2vÞ (2.28)

C12 ¼ Ev

ð1þ vÞð1� 2vÞ (2.29)

C44 ¼ Ev

2ð1þ vÞ (2.30)

2.2.2 Intrinsic Stress

In TCAD simulation, the distribution of stress is caused by intrinsic stress which is

also called initial or internal stress. It is necessary to identify the source and nature

of this stress in order to apply the solver correctly.

The intrinsic stress at a location (x, y, z) is defined as the residual stress when the
displacement vector (u, v, w) is zero. This happens when two materials of different

lattice structures or sizes are forced to join together. At the material interface, the

molecules or atoms are displaced from their stress-free state lattice positions. The

interface atoms would reach a local minimum-free-energy state for which we define

the displacement vector as being zero. Since the atoms at the interface at zero

displacement are forced to move from their original stress-free positions, the

internal force on one material from another is not zero and this is the source of

intrinsic stress.
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For clarity in discussion, we define lattice constant as the distance between

adjacent atoms in the original stress-free crystal. We use lattice spacing to refer

to the actual distance after the materials are joined together.

If we denote the intrinsic stress tensor as s0, the material stress tensor would be

written in the following form:

sxx ¼ C11

@u

@x
þ C12

@v

@y
þ C12

@w

@z
þ s0;xx (2.31)

syy ¼ C12

@u

@x
þ C11

@v

@y
þ C12

@w

@z
þ s0;yy (2.32)

szz ¼ C12

@u

@x
þ C12

@v

@y
þ C11

@w

@z
þ s0;zz (2.33)

sxy ¼ C44

@u

@y
þ C44

@v

@x
þ s0;xy (2.34)

syz ¼ C44

@v

@z
þ C44

@w

@y
þ s0;yz (2.35)

sxz ¼ C44

@u

@z
þ C44

@w

@x
þ s0;xz (2.36)

Please note that the intrinsic stress tensor of a uniformly flat material joining

another uniformly flat material with translational or symmetry boundary means that

the intrinsic stress tensor is a constant with respect to the plane of the interface. This

alsomeans that whenwe substitute the above stress components intoNewton’s second

law, the derivative of the intrinsic stress would be zero and that the interface intrinsic

stress does not contribute to the spatial stress profile. The intrinsic stress would cause

a stress profile only if there is position dependence in the intrinsic stress tensor (i.e.

s0(x, y, z)). This can occur when there is a change in material composition or surface

flatness or due to a truncation of the film being deposited [12].

A simple treatment in computation of intrinsic stress in TCAD simulation is to

assume that the device substrate is massive enough that the lattice spacing does not

change. The material of smaller volume is assumed to be forced to be strained to

match the substrate. Then, given the strain in the smaller material, the intrinsic stress

can be calculated from the elastic constants. This is the approach taken by SUPREM-

IV.GS which assumes the intrinsic stress in silicon beneath the nitride film to be zero

while the top nitride film to have a constant s0, xx, measured from experiments.

When modeling strain/stress in multiple quantum wells (MQW) optoelectronic

devices such as laser diodes (LD) and light emitting diodes (LED), the approach is

similar: the whole device is assumed to have the lattice spacing of the massive

substrate which we assume to be stress-free. Then, it will be relatively easy to compute

the stress of each layer in the MQW system given the material elastic constants.
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The above same-lattice-spacing approaching works well for calculating stress

arising from interfaces between the massive substrate and the top deposits. However,

for interfaces between material deposits (such as SiGe pockets) and surrounding

materials in the horizontal direction, the assumption of same-lattice-spacing is no

longer valid since the size of the materials involved are comparable and there is real

competition between the materials for stretching the lattice spacing.

CSUPREM provides a model based on the work of van de Walle [17] which

considered the case of two materials of finite size. Such a model can be used to

model stress profile due to the deposit of SiGe pockets in nano-scale MOSFET.

2.3 Oxidation

2.3.1 Oxide as a Newtonian Fluid

The most sophisticated model for oxidation process is based on treating oxide and

nitride as a Newtonian fluid and solving the stress equations associated with the fluid

flow. This approach is accurate when oxidation temperature is sufficiently high [18].

Since the static mechanical stress equations have already been described before,

we only need to explain the analogy between static stress and Newtonian fluid

stress. From numerical point of view, we only need to maintain a single stress solver

for both.

The following discussion of stress in Newtonian fluid follows that in ref [19]. In a

linear Newtonian fluid, the stress is proportional to the rate of strain (i.e., velocity) ekl:

sij ¼ sð0Þij þ C
ðvÞ
ijklekl (2.37)

where sð0Þij is the stress distribution that can exist in a resting fluid and C
ðvÞ
ijkl is a 4th

order tensor which is similar to the stiffness tensor in static mechanics. The stress

for the resting fluid is just the hydrostatic pressure p:

sð0Þij ¼ �pdij (2.38)

In an isotropic fluid, the 81 linear coefficients reduce to only two independent

coefficients: the dynamic coefficient of viscosity (shear) m, and the second coeffi-

cient of viscosity (dilatational) l.
We use the variables ui ¼ (i ¼ 1, 2, 3) to refer to the velocities vx, vy, and vz,

respectively. For a Newtonian isotropic fluid, we get:

sij ¼ �pdij þ m
@ui
@xj

þ @uj
@xi

� �
þ l

@uj
@xj

� �
dij (2.39)
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A comparison to similar equations for static mechanics shows the viscosity is

equivalent to the shear modulus and l is equivalent to Lamé’s first parameter.

Similarly, we can define a quantity v which is equivalent to the Poisson’s ratio; in

the case of a Newtonian fluid, we will refer to such a ratio as the compressibility.

Please note that a Newtonian fluid is more general case of the familiar Navier-

Stokes equation. When assuming an isotropic fluid, the local mean pressure P is

written as:

�P ¼ � 1

3

� �
ðs11 þ s22 þ s33Þ ¼ p� lþ 2m

3

� �
r �~uð Þ (2.40)

The Stokes hypothesis states that lþ 2m
3
¼ 0 and therefore, the local mean

pressure is equal to the thermal dynamic pressure. Using the notation of the rate

of strain:

eij ¼ 1

2

@ui
@xj

þ @uj
@xi

� �
(2.41)

The stress tensor in a Newtonian fluid can be written as:

sij � sð0Þij ¼ 2meij þ ldijeii

¼ 2m eij � 2

3
dijeii

� �
(2.42)

which is the familiar form of stress tensor used in Stokes-Navier equations. In

SUPREM-IV.GS oxidation simulation, the oxidation process is described by the

general Newtonian fluid equation rather than the Navier-Stokes approximation.

In a realistic 2/3D TCAD simulation, the viscosity is a function of the stress and

the force balance equation (Newton’s 2nd law) is non-linear in velocity after

discretization over the simulation grid. The simulation can be made even more

sophisticated if the stress balance between the solid phase and viscous fluid phase is

taken into account.

In summary, the oxidation process simulator (such as SUPREM-IV.GS and

CSUPREM), solves for the following variables Cox (oxidant concentration), vx,
vy, and vz (denoted as ui) in the following coupled equations in the fluid phase:

r! � Doxr!Cox

� �
¼ 0

@sij
xi

¼ 0 (2.43)
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Where the stress tensor depends on the velocity vector:

sij � sð0Þij ¼ 2meij þ ldijeii

eij ¼ 1

2

� �
@ui
@xj

þ @uj
@xi

� �
(2.44)

Optionally, the static mechanical equations of the silicon substrate can be solved

together with the Newtonian fluid to provide more accuracy at the expense of more

computation time.

Please note that oxidation is a time-dependent process while none of the above

equations explicitly depends on time. This is because time dependence comes in

through the movement of the mesh grid and material boundary as determined by the

fluid velocities from the above equations.

2.4 Implant Models

2.4.1 Depth Profile Model

There are two approaches to ion implantation modeling. The most accurate

approach is based on atomic scale interaction using Monte-Carlo simulation

techniques. The second approach is based on analytical fit to experimental SIMS

data to build up a large database. Interpolation is used for ion energies not specifi-

cally included in the SIMS database. We shall detail the second approach since this

is more efficient and more commonly used in practical TCAD projects. We shall

refer to the 2nd approach as SIMS-interpolation approach.

The theoretical basis for SIMS-interpolation approach is to decompose the

implant scattering source S by a product of two functions:

Sðx1Þ ¼ PðdÞRðrÞ (2.45)

where x1 is the entering position (see schematic in Fig. 2.2). d is the depth of

implant path and r is the lateral scattering distance. Here we only consider vertical

implant entry because any angle in implant may be eliminated by performing a

rotation of the coordinate system.

The doping profile at any observation point (x,y) may be expressed as contribu-

tion from lateral scattering of all implant paths coming at the same y-value. That is:

Dðx; yÞ ¼
Z

P dðx1; yÞð ÞRðx1 � xÞdx1 (2.46)

Please note that the lateral function R(r) is normalized so that in the case of flat

exposed surface and uniformmaterial, the doping is simply given byP(d) as expected.
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The lateral function R(r) has always been assumed to be a simple Gaussian, although

some sophisticated process simulator can assume it varies with depth.

Much work in the early days of TCAD were focused on how best to use

analytical function to construct the depth function P(d) to represent the real SIMS

data. Gaussian functions, Pearson-V functions and dual-Pearson functions with

various parameters setting and sophisticated SIMS fitting strategies have been

used. The use of various analytical functions originated from limitation in speed

and memory of early microcomputers: analytical functions were the only way to

quickly evaluate the implant dose in the old days.

When looking back at all the fitting work of the past given today’s computation

power, the sophisticated fitting means very little since there is no atomic physics

contained in those Pearson functions. Should we have to do it all over again, we

would simply smooth out the SIMS data and directly use them in the simulation

code and today’s fast computer will handle the interpolation easily. We just need to

keep in mind that when interpolating between different SIMS data, we take the

logarithm before interpolating. This is the same as when we interpolate between

two Gaussian implant functions: we interpolate the moments (projection range and

standard deviation) rather than the Gaussian function itself.

The process simulator contains an option to use an implant table that is built

using SIMS data from different energies and for different materials. No fitting of

dual-Pearson function is needed and one need not worry whether there is any error

out of fitting analytical functions.

2.4.2 Multiple Layer Model

In processing of semiconductor, it is common to implant ions through different

materials. For example, a pad oxide layer is commonly formed on top of silicon

Fig. 2.2 The schematic of

entering position
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before implantation. Since the implant depth profiles of the same ions in oxide and

silicon are different, it is necessary to consider the situation of implant through

multiple layers of materials with different implant properties. We discuss two

different models commonly used in the TCAD industry: the dose matching and

range matching methods.

For purpose of demonstration, we consider the most simple implant model:

Gaussian function model. We normalize the doping function so that it becomes a

pure math problem:

DðdÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffi
2pD2

rp

q exp �
1
2


 �
d � Rp


 �2
D2
rp

" #
(2.47)

where Rp is the projected range and Drp is the vertical projected standard deviation.

In TCAD simulation the common practice is to shift the origin of the implant

function for the 2nd or more layers deeper down using an effective depth teff so that
the deeper layers match better with layers on top. The meaning of teff is that the
implant ions effectively go through a depth of teff, k instead of real depth of

ttot ¼
Xk�1

i¼1
ti (2.48)

The doping function used in kth layer would become

PðdÞ ¼ Pkðd � ttot þ teff Þ (2.49)

In the dose matching method, teff, k for the k-th layer under consideration would be

chosen such that the dose deeper down from kth layer plus the dose already

consumed in layers 1 to k-1 equals to the total dose injected. It is obvious that

dose matching is a simple shift of origin and the function itself does not need

renormalization if the implant function was already normalized for single layer

implant.

In the range matching method, the effective depth is rescaled from the real depth

according to the ranges of the different layers. The purpose is to rescale the whole

layer system to match the range of the kth layer:

teff ;k ¼
Xk�1

i¼1

tiRp;k

Rp;i
(2.50)

We notice that in range matching, since the shift in thickness is not based on

consumed dose in previous layers. This means the function of the kth layer would

not integrate to the remaining dose and thus it is necessary to rescale all the doping

functions.

As we pointed out previously, the implant functions are purely math and contain

no atomic physics. The big question is howwe should judge themerit of eachmethod.
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The real test would be to experiment with SIMS on single layers and apply the

methods onmultiple layers, for all ion species and all energies. Another test would be

to make a judgment based on smoothness of the multiple layer function. In real

experiment, all doping profiles should be smooth and we can judge according to the

smoothness of the profile from different methods. Let us take some examples to

compare the smoothness of the multiple layer profile as follows.

To be specific, we consider implant energy of 200 keV for boron, phosphorus

and arsenic. The implant is done through a thick oxide first, then into the silicon

substrate. The projected range and standard deviation come from the implant table

of Suprem4.gs. We notice that for boron, the standard deviation is the same for

oxide and silicon while it is different for the other two ions. To make the disconti-

nuity more obvious, we choose the oxide thickness to be smaller than but close to

the projected range.

Figure 2.3 shows the original doping functions for boron in oxide and silicon.

The functions are the same but there is a shift in the projected range. When we apply

the two different methods, dose matching shows perfect smoothness as illustrated in

Fig. 2.4. This can be explained as follows: since function shapes are identical, a

shift in the silicon function according to remaining dose finds the connection point

at the same value as the previous function before it is truncated.

For both cases of phosphorus and arsenic, the standard deviation in silicon is

larger than in oxide as shown in Figs. 2.5 and 2.6. When we apply both methods and

Fig. 2.3 The original implant doping functions for boron in oxide and silicon
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Fig. 2.4 The matched implant doping functions for boron in oxide and silicon

Fig. 2.5 The original implant doping functions for phosphorus in oxide and silicon
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Fig. 2.6 The original implant doping functions for arsenic in oxide and silicon

Fig. 2.7 The matched implant doping functions for phosphorus in oxide and silicon
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compare, we find range matching yields better smoothness as indicated in Figs. 2.7

and 2.8.

We therefore conclude that based on smoothness alone, it is better to use range

matching method if standard deviation of different materials are significantly

different. On the other hand, dose matching generates more smooth profile if

standard deviation of different materials is similar in values.

2.5 Etch Model

The etch model in SUPREM-IV.GS was initially written as a purely geometric

operation where a TCAD user define geometric shape to remove from the structure

and the TCAD process simulator would cut off the mesh points accordingly.

Some efforts have been made to associate the etching operation with the actual

physics of etching. Compared with other models such as diffusion and oxidation,

these physically based etch models are relatively simple. We shall give an example

of etch model based on parameters of reactive ion etch (RIE).

In a reactive ion etch process, the unmasked silicon surface is subjected to high

energy ion bombardment which knocks out the material being exposed. The

parameters we obtain from RIE process are etching rates in vertical direction and

in all directions (isotropic rate). The isotropic etching originates from the

Fig. 2.8 The matched implant doping functions for arsenic in oxide and silicon
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randomness of ion bombardment which causes the unmasked area to be etched

sideways.

The following commands in the process simulator can be used to generate the

RIE etching geometry profile:

Process Simulation Code

line x loc= 0.00000 spacing= 0.2 tag=lft
line x loc= 3.00000 spacing= 0.2 tag=rht
line y loc= 0.00000 spacing= 0.15 tag=top
line y loc= 2.00000 spacing= 0.15 tag=bot
region silicon xlo=lft xhi=rht ylo=top yhi=bot
bound exposed xlo=lft xhi=rht ylo=top yhi=top
bound backside xlo=lft xhi=rht ylo=bot yhi=bot
init
set_etch_geometry profile_type=1 x_length=1 vertical_rate=0.01
vertical_time=100 left_angle=etch silicon
tag_etch_geometry=label_1 shift.x=1. 

struct outf=final.str
quit

In the above, a mock RIE condition is created to demonstrate the generation of

geometry RIE etching profile. The vertical rate and vertical time would determine

how deep etching would reach in the vertical direction. The parameters

isotropic_rate¼0.01 isotropic_time¼50 determines the etching in all

directions, i.e., sideways and in any other angle. This is added on the vertical

rates and the side way etching distance is used as a radius in making the round

Fig. 2.9 The RIE etch simulation result

36 2 Advanced Theory of TCAD Process Simulation



corner, as shown in Fig. 2.9. The spacing parameters are used to control the density

of the mesh along the etching contour.

Since the etch feature in a process simulator is mostly geometrical, the process

simulator goes one step further to make the geometry editing more convenient: to

combine etch and deposit in the same command. Such an etch-then-fill-up action is

called change material in the process simulator. When using change material,

whatever mesh being removed would be filled up by a different material. Please

refer to Chap. 4 for details about change material.

2.6 Deposit Model

The deposit model in SUPREM-IV.GS is purely geometrical. The geometric task is

to find a new exposed surface above the original exposed top surface. If the original

exposed surface is flat, the task is trivial and the original surface just translates

upwards by the deposit thickness to form the new surface.

If the original surface contains steps, slopes or holes, it becomes a little compli-

cated. A process simulator usually produces a new top surface that is smoother than

the original. A method of generating smooth deposit surface is due to SUPREM-IV.

GS and it is described as follows.

The process simulator scans the mesh points of the original surface. If it detects

the adjacent mesh points form a flat line, a simple shift of original mesh point

upwards is performed. If it detects a change of angle between adjacent points, it

would form two vectors n1 and n2, as shown in Fig. 2.10, which are normal to the

adjacent connect lines to the left and right, respectively.

The lengths of the vectors n1 and n2 are the same as deposit thickness. Then, a

series of mesh points following an arc connecting the vector tips of n1 and n2 would

be produced to construct a smooth top deposit surface line.

2.7 Process Simulation Examples

Here are a few simple examples to familiarize the reader with 3D structures built by

the process simulator.

2.7.1 Ion Implantation Example

A concentric square shaped implantation example is shown in Fig. 2.11 with 2D

center cut.
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2.7.2 Diffusion Example

The diffuse command can be used but not limited to:

• Activate the dopants (anneal)

• Drive in an implanted well

• Diffuse a dopant gas through the opening

• Grow dry or wet oxide on top of silicon

Fig. 2.11 The doping concentration showing in 3D and 2D center cut

Fig. 2.10 Two vectors formed by the process simulator during deposition
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A simple 3D thermal oxide growth example is presented here. Figure 2.12 shows

LOCOS growth before and after nitride is removed using full 3D simulation.

2.7.3 Etch Example

In this example, a circular etch is performed with blanket implant. The initial

silicon substrate is set to have constant doping of boron, with a doping concentra-

tion of 1E + 15 cm�3. Phosphorus is implanted to revert the top toping to n-type.

Figure 2.13 illustrates the etch mask layout with cut lines by MaskEditor and the 3D

structure of circular etch. MaskEditor is a graphic user interface tool which we use

to generate the implant mask. We shall have more in-depth explanation of

MaskEditor later in this book.

Fig. 2.12 LOCOS growth before (left) and after (right) nitride is removed

Fig. 2.13 Circular etch mask layout with cut lines (left) and net doping chart (right)
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Chapter 3

Advanced Theory of TCAD Device Simulation

This chapter reviews the basic theories of device simulation within the framework

of TCAD. Figure 3.1 shows a practical design of a device simulator of 3D TCAD

capability with various modules. One may regard the drift-diffusion (DD) equation

module as central building block of a 3D TCAD device simulator. Optionally,

additional modules to perform quantum mechanical calculations and optical modes

computation can be built around the main DD module to enhance the application of

the simulation program. This is necessary for special applications of 3D TCAD

such as nano-scale MOSFET, laser diodes and integrated photonic circuits.

3.1 Basic Equations

The basic equations [16] used to describe the semiconductor device behavior are the

Poisson equation,

� r! � e0edc
q

r!V

� �
¼ �nþ pþ NDð1� fDÞ � NA fA þ

X
j
Ntjðdj � ftjÞ (3.1)

and the current continuity equations for electrons and holes,

r! � Jn �
X

j
R tj
n � Rsp � Rst � Rau þ GoptðtÞ þ Gimp ¼ @n

@t
þ ND

@fD
@t

(3.2)

r! � Jp �
X

j
Rtj
p þ Rsp þ Rst þ Rau � GoptðtÞ � Gimp ¼ � @p

@t
þ NA

@fA
@t

(3.3)

S. Li and Y. Fu, 3D TCAD Simulation for Semiconductor Processes, Devices
and Optoelectronics, DOI 10.1007/978-1-4614-0481-1_3,
# Springer Science+Business Media, LLC 2012
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These equations govern the electrical behavior (e.g., I-V characteristics) of a

semiconductor device. The recombination terms are as indicated by their subscripts,

namely: recombination due to traps (SRH), spontaneous emission, stimulated

emission, Auger recombination, optical generation and impact ionization

generation.

Stimulated recombination and optical generation are similar in that they both

depends on the local photon density and driven by optical field. In most applications

such as pumped laser, the two processes involve different wavelengths of light of

different sources. In some special application such as resonant cavity light emitting

diode, they are of the same source (self-pumping) and of the same wavelength.

Optionally, two more equations are used to describe the carrier energy o or the

carrier temperature distribution. The carrier temperature is a description of how the

carrier distribution deviates from the Fermi-Dirac distribution and should not

be confused with the lattice temperature. Such a model is also referred to as the

hydrodynamic model and the most common derivation is that of Azoff [20, 21].

For simplicity, we only present the equations for hot electrons. The corresponding

equations for hot holes are completely analogous.

Fig. 3.1 A practical design of a device simulator of 3D TCAD capability with various modules
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r! � ~Sþ Rno� r!Ec � Jn!þ nðo� o 0Þ
to

þ @ðnoÞ
@t

¼ 0 (3.4)

~S ¼ � 5

3
Jn
!
o� 10

9
mnnor!o (3.5)

In the above,o is the total energy of an electron ando0 ¼ 3kT=2 is the electron energy
at equilibrium. ~S is the electron energy flux and to is the energy relaxation time.

The primary function of a TCAD device simulation program is to solve the

above equations self-consistently for the electrostatic potential, V, the electron and

hole concentrations, n and p, respectively, the electron and hole energy,Wn andWp,

respectively.

It is known from basic semiconductor theory [16] that the carrier flux densities

Jn
!

and Jp
!

in (3.2) and (3.3) can be written as functions of the carrier concentration

and the quasi-Fermi levels:

Jn
!¼ nmnr

!
Efn (3.6)

Jp
!¼ pmpr

!
Efp (3.7)

where mn and mp are mobilities of electrons and holes, respectively. For conve-

nience, we use carrier flux density and current density interchangeably even though

they differ by a factor of electron charge.

For hydrodynamic model, the expression for the electron (or hole) current is

modified:

Jn
!¼ mn �nr! cþ wþ gn½ � þ 2

3
r!ðnoÞ � nor! lnðmnÞ

� �
(3.8)

Carrier recombination due to deep level traps are also termed the Shockley-

Read-Hall (SRH) recombination and it is described by the following terms for

electrons and holes, respectively,

Rtj
n ¼ cnjnNtjð1� ftjÞ � cnjn1jNtj ftj

Rtj
p ¼ cpjpNtj ftj � cpjp1jNtjð1� ftjÞ (3.9)

where n1j is the electron concentration when the electron quasi-Fermi level

coincides with the energy level Etj of the jth trap. A similar definition applies to

p1j. Under transient conditions, the following trap dynamic equation is valid [22]:

Ntj
@ftj
@t

¼ Rtj
n � Rtj

p (3.10)
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The capture coefficients cnj and cpj for electrons and holes relates to the lifetime

of the carrier due the jth recombination center by the following relation:

1

tnj
¼ cnjNtj (3.11)

1

tpj
¼ cpjNtj (3.12)

One can show that (3.9)–(3.12) reduce to the familiar SRH formula [16] under

steady state condition.

The capture coefficients can be further expressed as:

cnj ¼ snjvn (3.13)

vn ¼
ffiffiffiffiffiffiffiffiffi
8kT

pmn

r
(3.14)

cpj ¼ spjvp (3.15)

vp ¼
ffiffiffiffiffiffiffiffiffi
8kT

pmp

s
(3.16)

A trap (or recombination center) is completely specified by its density Ntj,

capture cross sections snj and spj, and energy level Etj.

The Auger recombination rate is given by:

Rau ¼ ðCnnþ CpPÞðnp� n2i Þ (3.17)

where the Auger coefficients Cn and Cp depends on the type of material simulated.

Similarly, the spontaneous emission rate is written as:

Rsp ¼ Bðnp� n2i Þ (3.18)

where the B coefficient also depends on the material. Note that for regions where

the optical gain is important (e.g. the active region of laser diodes and LEDs), the

spontaneous emission spectrum should be explicitly computed and used to obtain

the total spontaneous emission rate instead.

44 3 Advanced Theory of TCAD Device Simulation



3.2 Fermi Statistics

The electron and hole concentrations in semiconductors are defined by Fermi-Dirac

distributions and a parabolic density of states which, when integrated, yield [16]:

n ¼ NcF1=2
Efn � Ec

kT

� �
(3.19)

p ¼ NvF1=2
Ev � Efp

kT

� �
(3.20)

where F1 2= is the Fermi integral of order one-half. For the convenience of numerical

evaluation, the approximation proposed by Bednarczyk and Bednarczyk is used [23]:

F1=2ðxÞ � ðe�x þ xðxÞÞ�1
(3.21)

xðxÞ ¼ 3

4

ffiffiffi
p

p ½vðxÞ�3=8 (3.22)

vðxÞ ¼ x4 þ 50þ 33:6xf1� 0:68 exp½�0:17ðxþ 1Þ2�g (3.23)

This expression is accurate to within 0.4% of error in all ranges. A more accurate

and numerically friendly expression has also been developed by Li et. al. [24].

In the limit of low carrier concentration equations (3.19) and (3.20) reduce to the

familiar Boltzmann statistics:

n ¼ Nc exp
Efn � Ec

kT

� �
(3.24)

p ¼ Nv exp
Efn � Ec

kT

� �
(3.25)

The program uses the more general Fermi-Dirac statistics of Eqs. 3.19–3.21 by

default.

3.3 Dopant Ionization

The simulation program can accurately account for the incomplete ionization of

shallow impurities in semiconductors. The occupancies fD and fA are used to

describe the degree of ionization. It is assumed that the shallow impurities are in
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equilibrium with the local carriers and therefore the occupancy of the shallow

impurities can be described by

fD ¼ 1

1þ g�1
d exp

ED � Efn

kT

� � (3.26)

fA ¼ 1

1þ ga exp
ED � Efn

kT

� � (3.27)

where the subscripts D and A are used to denote shallow donors and acceptors,

respectively.

As discussed previously, the occupancy of a deep level trap can be determined

through the trap dynamic equation (3.10). In general, deep traps are not in equilib-

rium with the carriers: the traps do not share the same quasi-Fermi level as the

carriers. From (3.9), and (3.10), one obtains the following expression for the trap

occupancy under steady state conditions:

ftj ¼ cnjnþ cpjp1j
cnjðnþ n1jÞ þ cpjðpþ p1jÞ (3.28)

In the case of surface states or surface recombination centers, the software

allows for the distribution of dense traps near the surface region. This provides a

mechanism for the surface charge states as well as for surface recombination. Fermi

level pinning effects on a semiconductor surface can be modeled using this

approach. In a transient simulation the trap occupancy is a function of time,

depending on the trap capture rates as well as on the local carrier concentrations.

The program uses Eq. 3.10 to determine the trap states at each transient time step.

The Poole-Frenkel effect (also Frenkel-Poole effect or field induced emission)

was originally used to describe field dependent thermionic emission from traps in

the bulk of an insulator [16]. This mechanism is, however, equally applicable to

incomplete ionization of impurities in semiconductors.

Under an electric field F, the electrostatic potential near an impurity center is

modified and the effective work function or the ionization energy is reduced by:

The Poole-Frenkel model is implemented by shifting the ionization energy by

DEPF.

DEPF ¼
ffiffiffiffiffiffiffiffiffi
qF

pE0E

r
(3.29)

The Poole-Frenkel model is important when the ionization energy is large and

the temperature is low (e. g., 100 meV at 100 K). Without such a model, the

semiconductor may have an unrealistic high resistance.
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Another important ionization model is the Mott transition model for highly

doped semiconductors. For most shallow dopants, high doping causes the material

undergo a Mott transition so that more dopants are ionized than the incomplete

ionization model described previously. The Mott transition model is described by a

shift in the ionization energy to the negative direction to cause more ionization (see

for example [25])

ED ¼ ED0 1� ND

Ncrit

� �1=3
" #

(3.30)

Where Ncrit is a critical density determined by the Bohr radius as follows.

abr ¼ 0:529177�10 er
m�
	 


Ncrit ¼ 1

4abr

� �
p
3

	 
1=3
(3.31)

3.4 Carrier Mobility

The carrier mobilities mn and mp account for the scattering mechanism in electrical

transport. In general the mobility is a function of the electrical field [16]. Common

analytical formulas of field dependent mobility are described as follows.

1. The simplest mobility model uses constant mobilities m0n and m0p for electrons
and holes, respectively, throughout each material region in the device.

2. Another simplified field dependent mobility model is the two-piece mobility

model:

mn ¼ m0n; for F<F0n (3.32)

mn ¼ vsn=F; for F � F0n (3.33)

vsn ¼ m0nF0n (3.34)

for the electron mobility. F0n is a threshold field beyond which the electron velocity

saturates to a constant. Similar expressions can be defined for holes:

mp ¼ m0p; for F<F0p (3.35)

mp ¼ m0pF0p=F; for F � F0p (3.36)
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vsp ¼ m0pF0p (3.37)

3. A commonly used mobility model has the following form for electrons and

holes, respectively:

mn ¼
m0n

1þ m0nF
vsn

� �bn
 ! 1

bn

(3.38)

mp ¼
m0p

1þ m0pF
vsp

� �bp
 ! 1

bp

(3.39)

4. Many III-V compound semiconductors (e.g., GaAs) exhibit negative differential

resistance due to the transition of carriers into band valleys with lower mobility

[16]. The software has implemented the following field dependent model for this

case:

mn ¼
m0n þ

vsn
F0n

� �
F

F0n

� �3

1þ F

F0n

� �4
(3.40)

5. Poole-Frenkel type of field enhanced mobility model. Highly localized carriers

with small mobility can be excited by external field to make hopping

movements. Commonly used for organic semiconductors, the following mobil-

ity model is implemented.

m ¼ m0 exp
F

Fcr

� �px� �

Besides the field dependence of the mobility, another important effect is the

impurity dependence of the low field mobility [25]. The program uses the following

formulas:

m0n ¼ m1n þ
ðm2n � m1nÞ

1þ ND þ NA þ
P

j Ntj

Nrn

� �an (3.41)
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m0p ¼ m1p þ
ðm2p � m1pÞ

1þ ND þ NA þ
P

j Ntj

Nrp

� �ap (3.42)

where the parameters m1n and m2n are fitting parameters from experimental data.

In many applications, the mobility is anisotropic and also depends on the vertical

field. The effect of vertical field is usually expressed as an addition surface

scattering term to the inverse of the mobility (thus causing a decrease to it).

A commonly used vertical field dependent model is due to Lombardi [26] which

combines various contribution to mobility as follows:

1

m
¼ 1

mac
þ 1

msrf
þ 1

m0
(3.43)

Where m0 is the mobility due to longitudinal field/hot-carrier effect. The other terms

are as follows.

mac ¼
B

E?
þ aNb

TLE
1
3

?
(3.44)

msrf ¼
d
E2
?

(3.45)

3.5 Impaction Ionization

An important application of 3D TCAD is the design of smart high power devices

with high breakdown voltages. Therefore, understanding the influence of impact

ionization on the breakdown is necessary.

Impact ionization appears as a carrier generation term in the basic equations of

(3.2) and (3.3) which can be explicitly written as [16]:

G ¼ annvn þ appvp (3.46)

where an is the electron ionization rate defined as the number of electron-hole pairs

generated by an electron per unit distance traveled; ap is similarly defined for holes.

Both an and ap are strongly dependent on the electric field.

Equation 3.46 is somewhat difficult to implement in a drift-diffusion model

because it is not directly concerned with the velocity and considers the mobility

coefficient instead. Since impact ionization occurs only in high field region where

the drift terms dominates, Selberherr [27] suggested the use of J
q in place of nv for

ease of implementation:

G ¼ an
Jn
q
þ ap

Jp
q

(3.47)
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The issue remains how to choose values of an and ap. A commonly used

expression was proposed by Chynoweth [28] as follows:

a ¼ a1n exp � Fcn

F

� �� �
(3.48)

This formula was later generalized to the following [29]:

a ¼ a1n exp � Fcn

F

� �kn
" #

(3.49)

Similar expression can be written down for the holes. Usually, the above

formulas is valid for a certain field range and multiple parameter sets are needed

to cover the entire useful range for a simulation.

Another theory of impact ionization is called the Baraff’s three-parameter theory

which takes into account the temperature dependence. A convenient formula for

Baraff’s theory was given by Crowell and Sze [30]:

al ¼ exp½gðr; xÞ� (3.50)

gðr; xÞ ¼ ð11:5r2 � 1:17r þ 3:9� 10�4Þx2

ð46r2 � 11:9r þ 1:75� 10�2Þx (3.51)

� 757r2 þ 75:5r � 1:92 (3.52)

where

r ¼ <Ep>=EI (3.53)

and

x ¼ EI=qFl (3.54)

<Ep> is the optical phonon energy and l is the optical phonon scattering mean free

path. EI is the ionization energy for which the following formula was

suggested [30]:

EI ¼ 3Eg=2 (3.55)
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The temperature dependence of < Ep > and l are given by

<Ep> ¼ Ep tanh
Ep

2kT

� �
(3.56)

l ¼ l0 tanh
Ep

2kT

� �
(3.57)

To summarize, the Chynoweth model depends on a1n (ionization rate at infinite

field), Fcn (critical field) and kn (field exponent). Baraff’s model requires the zero

temperature mean free path l0 and the optical phonon energy Eg. Similar quantities

are needed for the holes.

3.6 Effect of Quantization

Modern semiconductor devices most likely have parts that are comparable in size to

the quantum mechanical wavelength of the carriers and therefore quantization

effects must be taken into account to achieve better accuracy. The common form

of quantization is to utilize quantum wells to form a two-dimensional (2D) gas of

carriers with 2D density of states (DOS) and quantized levels. We shall provide

some details on how such quantization effect can be incorporated into a TCAD or

3D TCAD simulation software. For simplicity, we shall focus on quantum well

(QW) and multiple quantum well (MQW) systems here. The same general

principles (but different DOS) apply to quantum wires and quantum dots.

To incorporate MQW model, there are different levels of sophistication

corresponding to different computation efficiencies. We shall describe a few

implementations of the MQW model into TCAD software here, starting from the

most simple form of isolated MQW with flat-band density of states.

3.6.1 Simple Quantum Wells

When a confining potential well gets narrow, it is necessary to treat it as a quantum

well. We consider the case of a simple quantum well without an externally applied

field. All the quantum levels for the band valleys (eg., sixfold conduction band valley in

silicon, G-band in GaAs, light holes and heavy holes) are computed from well known

formulas in quantum mechanics for a square quantum well [31] using a different

effective mass and the appropriate confining potential for each parabolic band valley.

When an external field is applied, we allow the quasi-Fermi level to vary as a

function of distance. The density of states and quantum levels are assumed to be the

same as if there were no applied field. Such a flat-band, parabolic has the advantage

of having to compute the quantization effect once only in a simulation.
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3.6.2 Carrier Concentration in Quantum Wells

Weuse the following expression for the density of electrons andholes in a quantumwell:

n ¼
X

j
r0j kT ln 1þ e

Efn�Ej
kT

h i
þ unconfined electrons (3.58)

p ¼
X

i
r0i kT ln 1þ e

Ei�Efp
kT

h i
þ unconfined holes (3.59)

where the subscript i denotes all confined states for the different hole bands, and

j designates those for the G and L bands. The number of unconfined carriers are

calculated using Fermi statistics as described earlier in this chapter.

For the simple quantum model, we assume that the electron states outside the

quantum wells can be treated as unbounded states so that three dimensional Fermi

statistics can be applied to these regions for the carrier density.

3.6.3 Anisotropic Parabolic Approximation

Inclusion of strain in a quantum-well has become a common practice for many

heterojunction devices and nano-scale MOSFET . Strain offers an additional degree

of freedom and produces some desirable effects, such as a lower threshold current

for a laser diode.

Strain is known to cause the valence band of a III-V semiconductor to split into

separate light hole (LH) and heavy hole (HH) bands (or CH for wurtsite structure)

which are strongly non-parabolic. A rigorous treatment of strain effects on the band

structure is rather complicated numerically costly so some useful simplifications are

in order.

One can show that with proper choices of parameters, a good approximation to

the non-parabolic band structure can be obtained using anisotropic parabolic bands.

This approximation greatly simplifies the calculation of gain, spontaneous emission

and carrier concentration, and it allows one to incorporate strain effects into the

TCAD program. The following discussion mostly applies to compound materials

while strained silicon can be treated in the same manner using effective masses with

anisotropy.

For zinc-blende structure, a simplified analytical band structure of a strained

quantum well has recently been developed [32] using an efficient decoupling

method to transform the original 4 � 4 valence band Hamiltonian into two blocks

of 2 � 2 upper and lower Hamiltonians. As a result of the decoupling, an analytical

expression can be derived [32]. To be consistent with convention in 2D simulations

of semiconductor devices, the y-axis (equivalent to the z-axis in [32]) is defined to

be perpendicular to the quantum-well plane and the z-axis to be along the direction

of light propagation.
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We use the following expression for the bulk valence band energy [32]:

� E ¼ �h2g1
ð2m0Þ k2x þ k2y

	 

(3.60)

	 �h2g2
2m0

k2x � 2k2y

	 

þ z

� �2

þ 3
�h2g2
2m0

k2x

� �
þ 12

�h2g2
2m0

� �2

k2xk
2
y

" #1=2
(3.61)

e ¼ a0 � aðxÞ
a0

(3.62)

dEsh ¼ b 1þ 2c12
c11

� �
e (3.63)

z ¼ 1

2
dEsh (3.64)

The dispersion of the valence band is a function of the transverse momentum in

the kxy plane. The information on strain is contained in z; compressive strain is

represented by a negative z.
The valence band mixing effect for bulk material has been taken into account

since the coupling between heavy and light holes has been included in the above

equations.

Note that the in-plane direction for (3.61) is the [100] crystal direction, and is

different from the [110] direction. For many applications, it is desirable to average

the energy dispersion in both the [100] and [110] directions. One can show that the

average can be approximated by replacing g2 in the second term under the square

root of (3.61) by g2 þ g3=2. This is called the axial approximation. The simulator

provides an option to turn on this approximation.

To convert the non-parabolic bulk band structure into a suitable form, we fit the

valence band to the following anisotropic parabolic band expression, over a range

large enough to cover all the optical transitions in k-space:

E ¼ � �h2

2mvxm0

k2x �
�h2

2mvym0

k2y (3.65)

The quality of the fit is found to be reasonable for practical cases.

Such an approximation is appropriate not only because of the reasonable quality

of the fit, but also because the approximation has not lost the basic effects of strain,

i.e, it causes the symmetry in the band structure to be broken. The splitting of the

heavy and light hole bands is described as [32]:

dEhy ¼ 2a 1� c12
c11

� �
e (3.66)
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Ehh
g ¼ Eu

g þ dEhy � dEsh (3.67)

Elh
g ¼ Eu

g þ dEhy þ 1

2
dEsh þ D�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ 9dE2

sh � 2dEshD
q� �

(3.68)

Once the band structure is simplified to an anisotropic parabolic form, the

program uses a one-band model (that is, without band-valley coupling) to solve

for the subbands of the quantum well from the effective masses perpendicular to the

quantum well plane.

This approach of a one-band model with parabolic subbands has been used

extensively for many years in compound semiconductors optoelectronics (see for

example, [33], [34]).

Once the parabolic subbands are found, one can apply conventional approaches

to treat the carrier concentration and the optical transition probabilities. Specifi-

cally, the effective mass perpendicular to the plane (mvy) determines the quantum

subband levels (or quantum confinement effects) and the optical transition energies.

The 2D density of states (DOS) and joint density of states (JDOS) of each subband

depends on the effective mass in the plane (mvx).

3.6.4 Carrier Density in Anisotropic Parabolic Approximation

We use the effective masses parallel to the plane of the quantum well for the

evaluation of carrier concentrations.

n ¼
X

j
rx0j kTln 1þ e

Efn�Ej
kT

h i
þ unconfined electrons (3.69)

p ¼
X

i
rx0i kTln 1þ e

Ei�Efp
kT

h i
þ unconfined holes (3.70)

where the subscript i denotes all confined states for the heavy and light holes, and

j designates those for the G and L bands. The unconfined carriers are calculated

using Fermi statistics as described in Chap. 2. Note that the effective mass perpen-

dicular to the plane, (mvy), affects the quantum levels and therefore the distribution

of carriers in the quantum well.

3.6.5 Valence Mixing and k.p Theory

More recent theories of quantum well subbands are mostly based on k.p theory with

valence band mixing effects. These usually involve solving a 4 � 4 [32], 6 � 6
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[35] or 8 � 8 [36, 37] Hamiltonian of the Luttinger-Kohn type, and imposing an

envelope function approximation in solving the quantum well subband structures

(see, for example, [38]). The valence subband structures obtained from this

approach are complicated and heavily mixed in many cases. For some cases, the

effective masses of some of the hole subbands are negative at theG point in k-space,

making it impossible to use analytical approaches.

Generation of the subbands using a valence mixing model is not difficult and has

been done previously by many authors [32, 35–37, 39]. In contrast, the computation

of quasi-Fermi level and optical transition probabilities is not easy because

the subbands are non-parabolic and the wave functions can be heavily mixed.

A detailed treatment of k.p theory is beyond the scope of this book and we shall

refer interested readers to various publications by S.L. Chuang [40].

3.6.6 Complex MQW Active Regions

In previous subsections, it has been implied that quantum wells in an MQW system

do not couple with each other. This is a good approximation if the wells are far apart

and the wave functions decay significantly in the barrier before reaching a neigh-

boring well. There are circumstances in which we need to consider the effect of

coupling between quantum wells. Also, it is may also be desirable to have quantum

well designs with non-symmetric barriers.

Initially, it appeared that extension of a non-decoupled model to a coupled one

should be straightforward: just use the potential for two wells instead of one.

However in an actually simulation, we must solve problem of localizing the carriers

in a complex coupled MQW structure.

Consider the simple case of two wells. As the two wells are brought closer

together, the degenerate subbands start to split. From the view point of wave

mechanics, the wavefunction of each energy level belongs to both wells. However,

drift-diffusion theory is based on classical mechanics which requires that we know

where the carriers are located.

Therefore, we face the task of deciding for each coupled confined state, which

well does a carrier belong to. Similarly, for optical interband transition, the process

takes place in the whole coupled complex structure. But again, we must decide for

each transition, which well does it take place. The situation is similar to quantum

tunneling where we have a contradiction between the wave nature implied by

quantum theory versus the particle nature in drift-diffusion theory. We must create

a reasonable semi-classical method to bridge the gap.

For carrier density calculation, we localize the coupled confined states as

follows. Suppose the probability of finding an electron of a confined state in well

1 is p1 and that of well 2 is p2. In general, p1 + p2 < 1 (the remaining probability is

spent in the barriers). We regard the electron is localized in well 1 with a probability

of p1=p1 þ p2. A similar treatment is used for holes.
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For optical transitions from the valence band to the conduction band, we regard

the optical process as taking place in well 1 with a probability of p1q1=ðp1q1 þ p2q2Þ,
where q1 and q2 are probabilities of finding the hole in well 1 and 2, respectively.

3.6.7 Self-consistent Carrier Density Model

The quantum well levels are calculated at every bias point during an actual

simulation because the bandgap of the active region is a function of carrier density.

As the bias increases, the higher carrier density in the quantum well reduces the

bandgap and changes the quantum well depth. Therefore the quantum levels must

be re-computed at every bias point in a self-consistent simulation.

For problems of multiple quantum wells (MQW), the default approach in the

device simulator is to solve the quantum confined states under flat-band conditions

(assuming no electric field). When there is local variation of potential, we assume it

is small enough that flat-band solution is still valid but only introduces a local

correction to the confined energy level (see Fig. 3.2). To simplify numerical

computation, we also assume that the carrier density is only confined within the

well and is computed according to the local Fermi level and local confined energy

level. The following formula for confined 2D carrier electron density is used:

n2Dðx; yÞ ¼ 1

dw

X
j
r0j kT ln 1þ exp

Efnðx; yÞ � Ejðx; yÞ
kT

� �� �
; inside well (3.71)

¼ 0; outside well (3.72)

where dw is the well thickness and the subscript j denotes all confined states. Please

note that both the Fermi level and confined level are assumed to be spatial dependent.

Fig. 3.2 Default model of

quantum well carrier density

calculation
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r0j is the 2D density of states. The variation of the confined level Ej(x, y) follows

that of potential, much in the same way the conduction band edge follows the

potential change (see Fig. 3.2). Please note that the spatial variation in this model

is uniform except for variations introduced by variations in the quasi-Fermi

confined levels.

The above model is simple to implement and efficient to compute. It gives the

right MQW behavior if the realistic band structure is close to flat-band condition

and we can ignore the details of the carrier density on the scale of the quantum well.

Such is the case of most MQW lasers under lasing condition when the band

structure is close to flat-band under forward bias and high injection condition.

A more accurate model of self- consistent electron density which includes this

effect is given as:

n2Dðx; yÞ ¼
X

j
g j
nðyÞr0j kTln 1þ exp

Efnðx; yÞ � Ejðx; yÞ
kT

� �� �
(3.73)

Where gj
nðyÞ is the electron wave function assuming the well is parallel to x-axis.

The confined level Ej is no longer a function of position. Computation of the above

density distribution requires more work because the density at one point depends on

a global function gj
nðyÞ. We also have to update the wave function and confined

energy levels at different biases. Figure 3.3 illustrates this model. Similar

expressions can be obtained for the hole subbands.

To achieve complete self-consistency, the following procedures are used:

1. At equilibrium, solve the potential using flat-band approximation. The default

uniform profile model is used for the density. This gives us the initial potential

distribution.

2. At equilibrium, solve the potential again with potential obtained in (1) above.

The self-consistent density model is used. A new density profile is obtained in

this step.

Fig. 3.3 Schematics of the

self-consistent carrier density

model for a single quantum

well
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3. Iterate step 2 until numerical self-consistency is achieved for density profile and

potential distribution.

4. Once self-consistency is achieved under equilibrium conditions, increase the

bias in the main drift-diffusion solver and repeat (2) and (3) above.

3.6.8 Self-consistent Simulation of GaN-based
Quantum Well LEDs

Acommonapplication of this fully self-consistentmodel isGaN-based LEDs. In these

devices, it is well-known that the polarization interface charge due to spontaneous and

strain-induced piezoelectric effects causes the quantum well to tilt to one side. This

same effect also distorts the potential in other layers, thus affecting the current

overflow.

As a demonstration of this effect a simple GaN-based LED is simulated in 1D. The

polarization surface chargemodels are enabled in a self-consistent simulation causing

the potential and wavefunction to distort as shown in Fig. 3.4. The LED optical power

shows a totally different behavior (see Fig. 3.5) depending on whether or not the

interface charges are considered. While part of this is due to the weaker overlap of

the wavefunctions in the dipole moment, it is believed that a more important effect is

the enhanced overflow of electrons over the MQW. As a result, the power vs. current

slope decreases substantiallywith injection current. This effect is called LEDefficiency

droop which is one of the hottest research topics in the GaN world at the moment.

Fig. 3.4 Band diagram of a typical MQW GaN-based light emitting diode with quantum well

being distorted by polarization interface charges
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3.6.9 Quantum Wells in Quantum-MOS and HEMT

When the gate of an MOS structure is under bias, the interface of silicon and SiO2

forms a triangular-well for electrons or holes, depending on the polarity of the bias.

Similar situation arises in high mobility electron field effect transistors (HEMT)

where the internal electric field causes the heterojunction to form a triangular well

to confine the 2D electron gas system.

A triangular well formed in such a way may be regarded as a special case of a

quantum well discussed above. To derive such a structure from a simple symmetric

flat-band quantum well, we take the following steps: (1) The left barrier is lowered

to the point of zero barrier height; (2) External and internal electric field is allowed

to tilt the potential in such a way that a triangular well is formed between the bottom

of the well and right barrier.

Thus, a realistic quantum well model for quantum-MOS and HEMT may be

achieved if we apply the complex-MQW and self-consistent models to a non-

symmetric quantum well. Since the complex MQW model is well established for

quantum wells with two barriers, we prefer to treat triangular wells as if they have a

left-barrier with zero height.

In the case of quantum-MOS, some special treatment is required since the

conduction band should be treated with anisotropic electron masses which may

affect the conduction band quantum states, depending on the crystal orientation

with respect to the SiO2.

Fig. 3.5 LED light power versus injection current showing difference with and without polariza-

tion interface charges
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3.7 Interband Optical Transition

This section applies to compound material with direct bandgap, as mostly used in

LED and LD and most solar cells except silicon based ones.

For active devices such as laser diodes and LED’s, the interband optical gain and

spontaneous emission spectrum are important. For photo-sensitive devices such as

photo-detectors, the interband absorption (opposite of gain) is important.

Here we start with the basic theory of optical gain based on a parabolic band

structure. Note that the formulas for quantum wells we consider here are rather

general and are also applicable to bulk material. In the case of bulk material, only

one subband with a 3D DOS needs to be considered. In the case of anisotropic

parabolic approximation for strained quantum wells, the optical gain formulas can

simply be extended by using the in-plane values of the carrier masses and adjusting

the 2D DOS accordingly.

3.7.1 Interband Transition Model

Similar to the derivation of the absorption coefficients for a solid, the local gain due

to a transition from a conduction band labeled j to a valence band labeled i can be

written as [41],

gij E0
ij

	 

¼
Z

PijrijdEij

¼
Z

2p
�h

� �
jHijj2ð fj � fiÞdðEij � �hoÞ E1

�nc

	 

rijdEij

¼ 2p
�h

� �
jHijj2ð f 0j � fi

0Þ E1
�nc

	 

rij (3.74)

rij ¼ r0ijhð�ho� E 0
ij Þ (3.75)

jHijj2 ¼ q

m0

� �2
2�ho

4E1E0o2

� �
M2

ij (3.76)

Where �n is the real part of the refractive index. fi and fj are the Fermi functions for

the ith and the jth levels, respectively, and f 0i and f 0j are given by:

f 0i ¼ 1þ exp
E 0
i � mij

mi
E� E 0

ij

	 

� Efp

kT

2
4

3
5

8<
:

9=
;

�1

(3.77)
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f 0j ¼ 1þ exp
E 0
j � mij

mj
E� E 0

ij

	 

� Efn

kT

2
4

3
5

8<
:

9=
;

�1

(3.78)

The gain function is the sum of gij over all the subbands for the allowed transitions.
The simulator uses TE (transverse electromagnetic) mode as the default: the user

should set the polarization mode to TM (transverse magnetic) mode if a large

tensile strain is present in the material. We use the following anisotropic dipole

moment for the heavy and light hole transitions in a quantum well [42]:

Ahh ¼ 3þ 3cos2ðyeÞ
4

ðTEÞ (3.79)

Alh ¼ 5� 3cos2ðyeÞ
4

ðTEÞ (3.80)

Ahh ¼ 3� 3cos2ðyeÞ
2

ðTMÞ (3.81)

Alh ¼ 1þ 3cos2ðyeÞ
2

ðTMÞ (3.82)

Mhh ¼ AhhOijM0 (3.83)

Mlh ¼ AlhOijM0 (3.84)

Where Ahh and Alh are the quantum well dipole moment enhancement factors.M0 is

the dipole moment of the bulk material given by the following expression:

M0 ¼ 1

6

m0

me

Eg0ðEg0 þ DÞ
Eg0 þ 2D

3

(3.85)

cos(ye) is defined as

cosðyeÞ ¼ Eej

Eej þ mr

meðE�EijÞ
for E > E0

ij (3.86)

cosðyeÞ ¼ 1 for E 
 E0
ij (3.87)

Where Eej is the electron confined subband energy of level j and mr is the

reduced mass.
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A few interesting points about dipole enhancement are discussed here. The

above equations show that the heavy hole transition is favored under TE polariza-

tion while the light hole is favored for TM polarization. With a particular polari-

zation (TE or TM) the bulk moment is split between the heavy and light holes and

they average out to the bulk moment. It is interesting to note that the light hole

under TM has a larger dipole moment than the heavy hole under TE. Therefore,

from the point of view of the larger dipole moment, the light hole transition is very

attractive. A major drawback for light hole transition is that, due to light mass, the

quantum mechanic wave function tends to spread out more than for the heavy hole.

As a result, the overlap integral (Oij above) is reduced.

Broadening due to intra-band scattering significantly reduces the local gain

function and must be considered. To describe the broadening of the quantum levels,

the software uses a line shape function L in a convolution integral with the optical

gain. The final expression for the gain function in the quantum well then becomes

gqw ¼
X
i¼j

Z
gijðExÞt

�hL
Ex � E0

ij

�h
t

" #
dEx

(3.88)

The simplest line shape function is the Lorentzian shape function:

L Ex � E 0
ij

	 

¼ 1

p
G0

Ex � E0
ij

	 
2
þ G2

0

(3.89)

where G0 is the constant half width of the shape function. (3.88) is used to evaluate

the stimulated emission and dielectric constants in the basic equations at all the

points of the 2D mesh. The choice of t is important since it reduces the peak gain

and directly determines the threshold current.

3.7.2 Bandgap Shrinkage: Blue Shift vs. Red Shift

The effective bandgap for optical gain calculations is often reduced because of

exchange effects [33]. Such a bandgap shrinkage is given by:

DEg ¼ Ax
nþ p

2

	 
1
3

(3.90)

Note that this term is an empirical formula which approximates more compli-

cated models involving many-body and excitonic effects. These models are

included in most advanced device modeling programs but require careful calibra-

tion of many parameters so the empirical model is still often used in industry.
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Since bandgap shrinkage increases with carrier concentration, it causes a “red

shift” tendency in the optical gain spectrum with increasing current. The peak

optical gain also has a “blue shift” tendency due to the band filling effect (i.e., the
Fermi level separation becomes larger as more subbands are filled). The blue shift

effect is usually stronger than the red shift effect due to bandgap shrinkage, and one

often observes a blue shift in experiment [43, 44].

3.7.3 Material Gain vs. Modal Gain vs. Net Gain

A thorough treatment of laser theory is beyond the scope of this book but at its core,

it can be stated simply as RTG ¼ 1. This implies both net gain ¼ mirror loss and a

phase matching condition. In general, the round trip gain (RTG) is a complex value

and phase matching is achieved when the real part is positive and the imaginary part

is zero. The lasing wavelength is then determined by the gain spectrum and the

feedback provided by the optical cavity.

Even if there is so wavelength selection by the optical cavity, it is important to

realize that it is the maximum of the modal gain gmwhich appears in the photon rate

equation, not the local gain g. The former value is an average of the local gain

weighed by the optical mode profile so a careful design of the optical waveguide is

required to make the most of the available material gain. For the sake of simplicity,

it is often assumed that the lasing wavelength is the peak modal gain but this is not

true of all lasers.

In addition to the material gain shown above, various loss mechanisms must also

be considered in lasers. This can be written as a local loss term:

aqw ¼ �afnn� afpp� aact (3.91)

where the first two terms are due to free carrier absorption in the quantum well.

aact is an adjustable background loss term to account for losses in the active

quantum well for mechanisms other than interband transitions and free carrier

absorption.

We finally arrive at our definition of net gain which refers to the quantity

gm � am where am is the modal average of aqw. This is quantity that must be

positive and large enough to compensate the mirror loss to ensure lasing.

Note that the net gain can never be larger than the mirror loss under steady state

conditions: increasing the gain merely increases the power output. The additional

photons in the cavity ensure (via stimulated recombination) that the carrier density

remains clamped above threshold.
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3.7.4 Spontaneous Emission

When a laser is biased near threshold, the current is mainly determined by the

spontaneous emission rate and/or Auger recombination. Therefore the evaluation of

the spontaneous emission rate is important. The following expression for the

spontaneous emission rate is used [45]:

rqwsp ðEÞ ¼
X
i¼j

2p
�h

� �
jHijj2f 0jð1� f 0iÞ DðEÞrij (3.92)

where D(E) is the optical mode density in the material which has a refractive index

of �n, given by [45]:

DðEÞ ¼ �n3E2

p2�h3c3
(3.93)

One can use the same broadening line shape functions for the spontaneous emission

spectrum in (3.92) as for the gain function. This allows the user to compare his/her

experimental data with the broadened spontaneous spectrum. The broadened sponta-

neous emission spectrum is, however, not used in the main simulation. The reason is

that since carrier recombination involves emission at all frequencies, it is only neces-

sary to integrate the unbroadened spectrum in (3.92) over all possible frequencies:

Rqw
sp ¼

Z 1

0

rqwsp ðEÞDðEÞ (3.94)

Note that Eqs. 3.88 and 3.94 are given in terms of the quasi-Fermi levels which can

be treated directly as variables for the Newton’s method used by the TCAD software.

Similar to the treatment of the gain function, the spontaneous emission rate can

be written as

rqwsp ðEÞ ¼
X
i;j

2p
�h

� �
jHijj2f 0jð1� f 0iÞ DðEÞrij (3.95)

where D(E) is the optical mode density.

3.7.5 Gain Integral with Valence Mixing

In the case of valence mixing, the valence bands are not parabolic and we must use a

different formula for the optical gain spectrum. Based on theories developed in Ref.

[40], the gain spectrum can be expressed in numerical integration over kt.
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gðEÞ ¼ g0
2ptE

¼
X
i;j

Z 1

0

p
G

� �
fdipðktÞMbð fj � fiÞdk2t

1þ ðEcjðktÞ � EkpiðktÞ � EÞ2
G2

(3.96)

where t is the quantum well thickness; G ¼ �h
tscat

is broadening due to intraband

scattering relaxation time tscat; Ecj is the jth conduction subband; Ekpi is the ith
valence subband from the k.p calculation; the sum is over all possible valence and

conduction subbands; g0 is a constant defined as

g0 ¼ pq2�h
e0cm2

0�n
(3.97)

Where q is free electron charge; �n is the real part of the refractive index; all other

symbols have their usual meanings.

Mb is the bulk dipole momentum given by:

Mb ¼ 1

6

m0q

mc

Eg0ðEg0 þ DsoÞ
Eg0 þ 2Dso

3

(3.98)

Where Eg0 is the unstrained bandgap; mc is the effective mass of the conduction

band; Dso is spin-orbit coupling energy.

The dipole factor due to non-parabolic subbands is given by the following

overlap integral for the case of symmetric well:

fdip ¼ 3

2

� �
<cjg1ðkt; zÞ>2 þ 1

3

� �
<cjg2ðkt; zÞ>2

� �
(3.99)

fdip ¼ 2<cjg2ðkt; zÞ>2 ðTMÞ (3.100)

Where |c > is the conduction band wave function; |g1 > and |g2 > are the valence

band envelop function.

fj and fi are the Fermi functions expressed as follows:

f�1
j ¼ 1þ exp

1

kT
Ecj0 þ �h2k2t

2m0mc
� Ef n

� �� �
(3.101)

f�1
i ¼ 1þ exp

EkpiðktÞ
kT

� �
(3.102)

where Ecj0 is the bottom of jth conduction subband.
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3.8 Wurtzite Strained Quantum Wells

3.8.1 Introduction

Recently, wurtzite strained quantum wells have been studied intensively because of

applications in GaN blue green lasers, LED and high voltage HEMT. Previous band

structures models are applicable for zincblende compounds. In this section, we will

describe MQW band structure and optical transition models for wurtzite crystals

here. We follow the work of S.L. Chuang [46] closely here. In the following

subsections, we will describe the bulk wurtzite band structure, the MQW subband

model and the optical transitions.

We must point out a couple of major differences between zincblende and

wurtzite crystals here. The first issue is the base lattice. For zinc-blende material

system, it is usually well known what the base lattice constant is (for example,

GaAs or InP) and the strain is well defined in each layer once we know the substrate

lattice. In a wurtzite system, a bulk GaN-based buffer layer is usually grown on a

sapphire substrate. This results in a significant amount of lattice mismatch between

the substrate and the GaN-based layer and a large dislocation and defect density.

When an MQW system is grown on top of the bulk layer, it is not always clear what

the base lattice constant of the MQW should be as it depends on how much the

buffer layer has relaxed.

Inmost TCAD software, the default lattice base constant is that of GaNwhichmay

not be true for all systems. For example, if a buffer layer of AlGaN grown on a

sapphire substrate before the MQW is placed on top, then the base lattice constant

should be that of bulk AlGaN instead of GaN. For this reason, the material parameters

of a wurtziteMQW depend on the base lattice and should be adjusted to fit the design.

Another important issue is the number of material parameters. As we will see

below, there are many times more band structure and strain parameters for wurtzite

than zincblende material system. Since wurtzite semiconductor band structures and

optical properties are less understood, many band structure parameters are not

available and our expectation for the accuracy of the simulation should be lower

than that for a zincblende material system.

3.8.2 Bulk Band Structure

Consider a strained wurtzite crystal pseudomorphically grown along the c-axis (z axis)

on another thick wurtzite layer. The base lattice constant is a0 and the original lattice

constant of the layer under consideration is a. The strain tensor in the well region has

the following elements:

exx ¼ eyy ¼ a0 � a

a
(3.103)
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ezz ¼ � 2C13

C33

exx (3.104)

exy ¼ eyz ¼ ezx (3.105)

The conduction bands can be characterized by a parabolic band model with

different electron effective masses mt
e and mz

e perpendicular and parallel to the

c-growth direction, respectively. The hydrostatic energy shift in the conduction

band can be written as

Pce ¼ aczezz þ actexx þ eyy (3.106)

We take acz ¼ act ¼ ac for simplicity.

The band structure of the valence band is more complicated. Using the

k.p method Chuang and Chang [47] have derived a 6 by 6 Hamiltonian. This has

been further simplified using a block-diagonalization to the following upper and

lower Hamiltonians.

Hv
6�6ðkÞ ¼ HU

3�3ðkÞ 0

0 HL
3�3ðkÞ

� �
(3.107)

where

HU ¼
F Kt �iHt

Kt G D� iHt

iHt Dþ iHt l

2
4

3
5 (3.108)

HL ¼
F Kt iHt

Kt G Dþ iHt

�iHt D� iHt l

2
4

3
5 (3.109)

When there is strain, the energy bands of shift in a complicated manner. We need

to use a common reference energy level when writing down the Hamiltonian.

Following the convention for the wurtzite structure, if E0
c is the unstrained conduc-

tion band edge, the reference valence band level is as follows:

E 0
v ¼ E 0

c � ðEg þ D1 þ D2Þ (3.110)

When there is strain, the conduction band is shifted by an amount Pce and the

new reference level is:

E 0
v ¼ E 0

c � ðEg þ D1 þ D2 þ PceÞ (3.111)
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Using the above reference energy, the matrix elements are defined as follows:

F ¼ D1 þ D2 þ lþ y

G ¼ D1 � D2 þ lþ y

l ¼ lk þ le

lk ¼ �h2

2m0

A1 k
2
z þ A2 k

2
t

� �

le ¼ D1ezz þ D2ðexx þ eyyÞ

y ¼ yk þ ye

yk ¼ �h2

2m0

A3k
2
z þ A2k

2
t

� �

ye ¼ D3ezz þ D4ðexx þ eyyÞ

Kt ¼ �h2

2m0

A5k
2
t

Ht ¼ �h2

2m0

A6ktkz

D ¼
ffiffiffi
2

p
D3 (3.112)

Please note that the base vectors |1 > to |6 > of the above can be expressed by

spherical harmonics Ylm(l ¼ 1) [46]. For the upper Hamiltonian, |1 >, |2 >, |3 >
corresponds to heavy hole (HH), light hole (LH) and crystal field split hole (CH),

respectively. At the zone center (k ¼ 0), the HH subbands are decoupled from the

LH and CH subbands, while there is always a coupling between the LH and CH

bands.

In the device simulation software, the above Hamiltonian is solved to generate

the bulk band structure from which the density of states is evaluated for bulk

materials. To achieve maximum efficiency, the bulk valence band structure is fitted

to a parabolic band for each of HH, LH and CH bands under any strain condition.

Such fitted parabolic bands are used for modeling the non-active bulk regions. For

MQW active region, a more rigorous approach is used which we shall describe

below.
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3.8.3 MQW Model – Effective Mass Approximation

In general, the dispersion of bulk valence bands is non-parabolic and anisotropic with

strong mixing or anti-crossing behavior in the direction perpendicular (or transverse)

to the c-axis. We need an effective mass model for the computation of density of

states and for a simplified MQW model.

An efficient approximation is to take the effective masses fitted from the bulk

band structure. This approach takes into account the anti-crossing behavior but the

quality of the fit can be poor near some range for the transverse direction (see

Figs. 3.6 and 3.7).

Based on Ref. [46], we can also use the following analytical effective mass

model for the valence band:

1. Within a range of small k (a situation when the valence band is lightly populated
by holes), the following effective masses hold:

m0

mz
hh

¼ �ðA1 þ A3Þ

m0

mz
lh

¼ � A1 þ E0
2 � le

E0
2 � E0

3

� �
A3

� �

m0

mz
ch

¼ � A1 þ E0
3 � le

E0
3 � E0

2

� �
A3

� �
(3.113)

m0

mt
hh

¼ �ðA2 þ A4Þ

m0

mt
lh

¼ � A2 þ E0
2 � le

E0
2 � E0

3

� �
A4

� �

m0

mt
ch

¼ � A2 þ E0
3 � le

E0
3 � E0

2

� �
A4

� �
(3.114)

Where E0
i ði ¼ 1; 2; 3Þ are the valence band edges at k ¼ 0. The parabolic bands

of this model are shown in Figs. 3.8 and 3.9.

2. For a large range of k (a situation when the valence band is heavily populated by
holes), the following effective masses formulas are valid:

m0

mz
lh

¼ �ðA1 þ A3Þ

m0

mz
ch

¼ �A1 (3.115)
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Fig. 3.6 Transverse valence bands (points) fitted to effective mass model

Fig. 3.7 Valence bands along c-axis (points) fitted to effective mass model
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m0

mt
hh

¼ �ðA2 þ A4 � A5Þ

m0

mt
lh

¼ �ðA2 þ A4 þ A5Þ

m0

mt
ch

¼ �A2 (3.116)

The parabolic bands of this model are shown in Figs. 3.10 and 3.11.

3. A compromise of the above two models is to average them. The parabolic bands

with average masses are shown in Figs. 3.12 and 3.13.

The default setting simulation setting is to use the compromise value but this

can be adjusted in the device simulator. The choice of model should be based on

the expected hole density.

Since the crystal symmetry of wurtzite is different from that of zincblende, the

dipole moment in effective mass approximation for zincblende can not be used

here and we need to use more accurate models, such as k.p theory, to compute the

dipole moment for optical transitions. However, study of results in k-dependent

dipole moment from k.p theory for a large number of structures leads us to

propose the following simplified dipole moment enhancement factors:

Fig. 3.8 Transverse valence bands (points) as compared with analytical effective mass model of

small k-range
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Fig. 3.9 c-Axis valence bands (points) as compared with analytical effective mass model of small

k-range

Fig. 3.10 Transverse valence bands (points) as compared with analytical effective mass model of

large k-range
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Fig. 3.12 Transverse valence bands (points) as compared with analytical effective mass model of

averaged masses

Fig. 3.11 c-Axis valence bands (points) as compared with analytical effective mass model of

large k-range
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Ahh ¼ 3

2

Alh ¼ 3 cos2ðyeÞ
2

Ach ¼ 0 (3.117)

for TE and

Ahh ¼ 0

Alh ¼ 3� 3 cos2ðyeÞ

Ach ¼ 3 (3.118)

for TM. cos2(ye) is defined in the same way as in zincblende. Please note that we

formulate theabove factors in such away that the following conservation rule is obeyed:

2� ATE
h þ ATM

h ¼ 3; ðh ¼ hh; lh; or chÞ (3.119)

Fig. 3.13 c-axis valence bands (points) as compared with analytical effective mass model of

averaged masses
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The dipole moment is expressed as:

Mhh ¼ Ahh Oi jMb

Mlh ¼ Alh Oi jMb

Mch ¼ Ach Oi jMb (3.120)

Where Oij is wave function overlap integral andMb is bulk dipole moment given

by [46] as follows:

MTM
b ¼ m0

6
Epz

Epz ¼ 1

mz
e

� 1

� �
EgðEg þ D1 þ D2ÞðEg þ 2D2Þ � 2D2

3

Eg þ 2D2

(3.121)

MTM
b ¼ m0

6
Epx

Epx ¼ 1

mt
e

� 1

� �
EgðEg þ D1 þ D2ÞðEg þ 2D2Þ � 2D2

3

ðEg þ D1 þ D2ÞðEg þ D2Þ � D2
3

(3.122)

3.8.4 MQW Model – Valence Mixing

The valence mixing treatment is given in this subsection. Within the envelope

function approximation, we write the wavefunction as follows:

CU
mðz; ktÞ ¼

eikt�rtffiffiffi
A

p gð1Þm ðz; ktÞj1>þ gð2Þm ðz; ktÞj2>þ gð3Þm ðz; ktÞj3>
	 


(3.123)

CL
mðz; ktÞ ¼

eikt�rtffiffiffi
A

p gð4Þm ðz; ktÞj4>þ gð5Þm ðz; ktÞj5>þ gð6Þm ðz; ktÞj6>
	 


(3.124)

The valence subbands are determined by the following coupled differential

equations:
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X3
j¼1

HU
ij kz ¼ �i

@

@z

� �
þ dijE0

vðzÞ
� �

gðjÞm ðz; ktÞ ¼ EU
mðktÞgðjÞm ðz; ktÞ (3.125)

The valence band discontinuity is represented by discontinuity in E0
vðzÞ (the

reference energy). Similar equations can be written down for the lower Hamiltonian.

It can be shown that MQW with reflection symmetry E0
vðzÞ ¼ E 0

v ð�zÞ, the upper and
lower Hamiltonians have the same band structures.

In our simulation software, we use a finite difference method to solve the

coupled differential equations. This gives us the valence mixing subbands.

The dipole moments, taking into account the upper and lower Hamiltonian

degeneracy, are given as follows:

MTE
nm ¼ Mb

3

4
<fnjgð1Þm >2 þ<fnjgð2Þm >2
h i

(3.126)

MTE
nm ¼ Mb

3

2
<fnjgð3Þm >2 (3.127)

3.8.5 Nomenclature

Due to the large number of symbols used in the theory of Wurtzite material, we list

some critical symbol definitions here because these are specific to wurtzite band

structure.

a; c Lattice constants of Hexagonal structure.

Eg Bandgap.

Eg Bandgap.

D1; D2; D3 Energy parameters.

Dso Spin-orbit coupling energy.

mz
e;m

t
e Conduction band effective masses along c-axis (z)

and transverse (x-y) direction, respective.

Ai; ði ¼ 1; :::; 6Þ Valence band effective mass parameters.

ah; ac; av Hydrostatic deformation potentials of total, conduction, and

valence parts, respectively.

Di; ði ¼ 1; :::; 4Þ Valence band shear deformation potentials.

C13;C33 Elastic stiffness constants.
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3.9 Thermal and Self-heating Effects

This section deals with thermal effects in semiconductors. As we will show that a

variety of heating sources exist in semiconductors. It is critical that these sources

are accurately formulated when modeling devices where self-heating is important.

Examples of such devices are high power transistors and high power laser diodes.

The discussion below concentrates on lasers but is equally applicable to other

semiconductor devices.

3.9.1 Basic Equation of Heat Flux

It is well known that the heating effect is very important for semiconductor lasers in

almost all applications. The heat generated by a semiconductor laser often forces the

designer to include an additional cooling system and therefore increases the cost of

the application. The heating effect is more important for high power semiconductor

lasers where the device temperature often determines the achievable power output.

From the point of view of simulation and modeling, the concern is twofold. First,

we must find out the temperature distribution from all possible heat sources. This

involves a much larger simulation area than the small region near the p-n junction.

We must consider how the heating power flows though the whole substrate as well

as from any wire bonds. Secondly, we must consider how the heating affects the

laser performance. This means we must accurately evaluate the degradation of

power, efficiency, etc., due to the non-uniform temperature distribution. This is not

a trivial task because virtually all variables and material parameters are temperature

dependent. Our goal is to provide a thermal modeling environment so that all

possible temperature dependences can be taken into account.

We are concerned with the generation and flow of lattice heating power in a

semiconductor. We first consider the heat flux and then the heat source. We

introduce the thermal conductivity such that the heating power flux (in Watt/m2)

is given by

Jh
!¼ � kr!T (3.128)

Conservation of energy requires that the temperature distribution satisfy the

following basic thermal equation:

Cpr
@T

@t
¼ �r! � Jh!þ H (3.129)

or

Cpr
@T

@t
¼ �r! � kr!T þ H (3.130)
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WhereCp is the specific heat and r is the density of the material.H is the heat source.

3.9.2 Thermoelectric Power and Thermal Current

The temperature gradient induces a current of the form [48–50]:

� qmnnPnr!T (3.131)

to the electron current and

� qmppPpr!T (3.132)

to the hole current.

The thermoelectric powers, Pn and Pp are given by

Pn ¼ kB
q

� 5

2
� vþ ln

n

Nc

� �� �
(3.133)

Pp ¼ kB
q

� 5

2
� vþ ln

p

Nv

� �� �
(3.134)

where v is the exponent used in the field-dependent relaxation time. For phonon

scattering [51],

v ¼ � 1

2
(3.135)

The heat source can be separated into Joule heat, generation/recombination heat,

and Thomson and Peltier heating terms. Following the suggestion of Ref. [48] we

discuss these terms in more detail in the following subsections.

3.9.3 Joule Heat

There are two sources of Joule heating. One is from the steady state or low

frequency part of the electrical field:

HJoule�dc ¼ jJn!j2
qmnn

þ jJp!j2
qmpp

(3.136)
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The other part comes from the optical frequency. When the optical wave passes a

lossy semiconductor, the wave is absorbed by the lossy material. The absorbed

energy can either generate electron hole pairs or be dissipated and become Joule

heat. We also refer to this type of heat source as the optical part of the Joule heating.

The internal loss of a semiconductor laser is the cause of the optical part of the Joule

heating while the band to band absorption is the source for electron-hole pair

generation in photo-detectors.

A simple derivation of this term follows. The optical power dissipated per unit

volume can be expressed as:

power loss ¼ sopF2
op ¼ E2E0oF2

op (3.137)

where the optical field Fop is the root mean square of the oscillating field. For

convenience a constant g is introduced such that the complex wave amplitude is

related to the electric field by

jFj2 ¼ gjWj2 (3.138)

To determine g we use the following basic relation:

S�ho ¼
Z

E0E1jFj2dv ¼ E0g
Z

E1jWj2dv ¼ E0g < E1 > (3.139)

The power loss becomes

power loss ¼ S�ho2E2jWj2
< E1 >

(3.140)

or in terms of material internal loss and local index:

E2 ¼ �n1ai
k0

(3.141)

HJoule�op ¼ S�ho2�n1aijWj2
k0< E1 >

(3.142)

3.9.4 Recombination Heat

When an electron-hole pair recombines, the energy either converts to a photon

(radiative) or turns into heat (non-radiative). In a real device, most of the photons

emitted by spontaneous radiative recombination are eventually absorbed by the

semiconductor (except in the case of high efficiency LED) and are converted into

heat. For simplicity we assume the spontaneous recombination is a heat source.
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The stimulated recombination in a semiconductor laser should not be considered

a heat source because the photons from this term are coherently amplified and are

eventually emitted to the outside of the laser cavity. Some part of this energy is

absorbed by the waveguide loss and that has been considered as part of the Joule

heating above.

For each electron-hole pair recombined, the heat released is the difference

between the quasi-Fermi levels:

Hrec ¼ ðRtrap þ RAug þ RsponÞðEfn � EfpÞ (3.143)

3.9.5 Thomson and Peltier Heat

The Thomson heat comes from the change in thermoelectric power when an

electron-hole pair recombines:

HT ¼ qRtotalTðPp � PnÞ (3.144)

Where Pp and Pn are thermoelectric power for hole and electrons, respectively.

The Peltier heat is related to the spatial variation in the thermoelectric power:

Hp ¼ �TðJn!� r!Pn þ Jp
!� r!PpÞ (3.145)
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Chapter 4

Setting Up a 3D TCAD Simulation

4.1 Overview

4.1.1 Software Tools

In order to perform a 3D TCAD simulation, we first need the mask layout for all the

process steps. The mask layout can be designed in a variety of software including

drafting tools like Autodesk AutoCAD® and specialized EDA tools like Cadence

Virtuoso® and Tanner L-Edit®. These tools are used to create a GDSII file (.gds)

which is the current industry standard for IC layout work. The GDS format was

originally developed by a California company called Calma for its layout design

software, “Graphic Data System” (“GDS”) and later, “GDS II”. This format is now

owned by Cadence Design Systems. Objects contained in a GDS II file are grouped by

assigning them various attributes including layer number, data type or text type [52].

In this book, GDSII files are imported by a layout GUI program called

MaskEditor. It can be downloaded free of charge from this website [10]. The

basic purpose of this tool is to create the files that will be used in the subsequent

3D process simulation. When GDSII files are unavailable, MaskEditor can also be

used to create the geometric shapes and layers used in the process simulation.

The process simulator takes the input files created by MaskEditor and performs

3D process simulation based on the user’s command input. After finishing the

simulation, the process simulator can export its output to the device simulator.

The device simulator will then use the exported mesh and material information to

perform electrical, thermal and optical simulations. The output of the device

simulator can be viewed directly with a plotting GUI or saved to a graphic format

such as postscript for convenient batch processing.

S. Li and Y. Fu, 3D TCAD Simulation for Semiconductor Processes, Devices
and Optoelectronics, DOI 10.1007/978-1-4614-0481-1_4,
# Springer Science+Business Media, LLC 2012
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4.1.2 Scope of the Simulation

Most layout software allows the user to design complex ICs by starting with simple

low-level elements which are combined to build a hierarchy of progressively

higher-level elements. Figure 4.1 shows an example of this where a basic MOSFET

cell is replicated to form a 3x3 matrix; this pattern can then be re-used to form even

more complex elements.

Fig. 4.1 Layout example of 3�3 matrix (a) and unit cell (b)
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As previously discussed, TCAD simulations operate at the semiconductor device

level and not the IC level and will thus usually concerns itself with the basic unit

cells of a design. However, a device designer should also be mindful of how the

low-level components integrate into a larger design.

4.2 Semiconductor Processing Fundamentals

4.2.1 Photoresist

All large-scale semiconductor processes are based on photoresists and masks.

These are used to define certain regions of a device where a process is allowed to

operate while protecting all the other areas. Because much of the technology

described in this section originates from the world of film photography (circa

nineteenth century), it is helpful to define a few common terms for readers who

are not familiar with.

Photoresists are light-sensitive materials that alter their properties when exposed

to certain light sources. The term “exposure” refers to the length of time needed

for the material to absorb the necessary amount of radiation to alter its properties.

A chemical solution called a “developer” is used to process and dissolve the

photoresist after exposure.

Most modern photoresists are viscous liquids at room temperature. A small

amount of this liquid is applied to the surface of a wafer and the wafer is then spun

at several thousand RPMs to spread it out. The rotation speed will determine how

well the resist adheres to the wafer as well as its final thickness and uniformity [53].

The final thickness of typical photoresist film is about 1 um.

There are many kinds of photoresist materials: they are classified according

to their polarity, sensitivity and resistance to etching and ion implantation.

The sensitivity is critical since it determines not only the exposure time but also

the technology node that can be achieved with a particular resist; small device

features require small wavelengths of light because of diffraction limits. Based on

sensitivity, the most commonly used photoresist include g-line, i-line and Deep UV

(DUV) resists. More information on resist properties can be found in semiconductor

fabrication books and photoresist manufacturer specifications.

The polarity of a photoresist refers to its solubility to the developer solution. Positive

resists are normally insoluble but become soluble after exposure. A negative resists

is exactly the opposite: normally soluble but becomes insoluble after exposure [54].

Figure 4.2 illustrates how positive and negative photoresist behave when exposed with

the same photo mask.

For the sake of simplicity, all the examples we discuss will use positive photoresist

unless otherwise noted. We also note that it is important not to confuse the polarity of

the resist with that of the mask layout in MaskEditor. The convention used by

MaskEditor refers to the combined effect of the resist and photo mask and will be

discussed in the next section.
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4.2.2 Masks

A photo mask is simply a glass plate on which a pattern has been drawn by

depositing a layer of chrome or some other metal. Using masks is the usual method

by which photoresist is exposed and processed in integrated circuit fabrication.

Masks are always much larger than the final size of the pattern they define.

An optical system shrinks down this pattern and transfers it to the wafer as shown

in Fig. 4.3. A photolithography stepper or scanner repeats the pattern multiple times

to cover the whole wafer.

Fig. 4.2 Positive (left) and negative (right) photoresist

Fig. 4.3 Photo mask and the

shape created on the wafer
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A complete process for an integrated circuit will have several steps in which

photoresist is applied, exposed and removed. Each process step will have its own

mask design. The different masks of a process are stored as layers in the GDSII file

format.

In practice, masks often come in two types: dark field or light field. They are so

named because they allow user to use masks to draw the layout either as the actual

desired image or its negative, depending on which is easier to draw [55].

Figure 4.4 illustrates the difference between light field and dark field. A positive

photoresist is used so that the exposed area will become soluble to photoresist

developer. Subtractive etching (as opposed to additive/lift off ) is also used to make

the effects of the mask more obvious. In this book, we will primarily focus on

subtractive: lift off technology is beyond the scope of this book.

The choice between light field and dark field is a question more relevant for fab

engineers and mask layout designers than for TCAD users and may cause some

ambiguity for beginners. This is complicated by the fact that negative photoresist and

dark field masks are roughly equivalent to positive photoresist and light field masks.

The convention chosen for the MaskEditor GUI is to assign positive and

negative to the polarity of the mask/photoresist combo. Positive means the drawn

area is being protected by the (positive) photoresist, just like light field in Fig. 4.4.

Negative means the drawn area resist will be removed, just like dark field in

Fig. 4.4. Implicitly, this means positive photoresist is always used for the examples

in this book.

4.2.3 Photoresist Processing Steps

The steps involved in photoresist processing steps [56] are shown in Fig. 4.5.

Photoresist is first spun onto the wafer (step 1), and soft baked at 60–100�C for

about 5–30 min to drive off solvents (step 2) [57]. It is then exposed using a photo

mask stepper (step 3). The photoresist is developed and hard baked in an oven for

20–30 min at 120–180�C to solidify the remaining photoresist (step 4). Finally the

oxide pattern is etched and the leftover photoresist is stripped (step 5).

4.3 Initial Setup

4.3.1 Creating Layers Using MaskEditor

This book uses MaskEditor as the interface between the GDSII layout files and

the 3D process simulator; this software tool can be freely downloaded from

this website [10]. Since we will mention MaskEditor extensively throughout
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the book, it is necessary to familiarize the reader with this tool. Again, the scope

of this book is about methods to simulate 3D semiconductor devices and provide

useful information for device design and TCAD. The methods used in this book

are not limited to a particular software suite. Different tools for setting up 3D

Fig. 4.4 Light field vs. dark field for subtractive etching with positive photoresist
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TCAD may have different functions and applications, but the general ideas are

the same:

• To extract individual layer mask from either GDSII or other formats

• To convert these layout masks to files containing geometric information acces-

sible to the process simulator

• To provide further simplifications of the process simulation by letting the user

define the initial mesh, substrate material, layer purpose, etc.

As an example, MaskEditor was created to work with the industry-standard

GDSII format but is also capable for designing its own layout shapes and layers in

stand-alone mode.

1. MaskEditor extracts and divides the layer masks from either GDSII or its own

layout to individual layers. For instance, a layout mask set contains several

layers. After importing the layout file, they will be displayed with different

colors and patterns.

2. These layers contain basic information like layer number and geometric sizes

and shapes. MaskEditor will convert the information to a format that can be read

by the process simulator and save it to separate files for every layer. The process

simulator will later load these files at user’s request to create masks, perform

etches, etc.

3. User may prefer to edit the layer properties like geometrical attribution, layer

polarity (see explanations in Sect. 4.2), layer purpose (implant, etch, change

material), etc. MaskEditor is designed to handle these requests.

4. To further reduce the user’s workload, MaskEditor is designed to initialize the

substrate with x y z mesh information and substrate material. A process simula-

tion input file template, which contains statements like initialize 3D simulation,

load the mask files, save simulation results, is created automatically after the

user finishes setup.

Fig. 4.5 Photoresist processing steps
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4.3.2 Importing Layers from GDSII

MaskEditor can be used as a viewer of GDSII formatted files, besides the basic

function of being an interface between layout and process simulator. Various

settings are available including the choice of which layers to import into a new

design. The scale of the pattern being imported is critical: the user can choose to

convert the units used in the GDSII file and can also specify a scaling factor if

required. Once imported, the layout can also be modified from within MaskEditor.

4.3.3 Simulation Area Define

The simulation area defines the outer boundary of the simulation. By default,

MaskEditor defines this as the smallest rectangle which contains all the shapes

from every layer of the layout. It is the initial area used to build the substrate mesh.

Silicon is the default substrate material. Note that the simulation area is a top down

view or the x-z plane. Substrate mesh refers to mesh on the x-y planes. As discussed

in Chap. 1, this book adopts the 3D stacked planes method. In this method, the

3D structure is created by stacking x-y planes. The initial mesh for each plane can

be defined automatically by using GUI included in MaskEditor, either through

universal basic mesh define (same mesh for all planes) or “segmented” mesh define.

Refer to Sect. 4.3.6 for more information.

By changing the simulation area, one can easily choose the entire device or just a

small part. This is especially useful for repeating shapes where symmetry can be

exploited to reduce the simulation time.

4.3.4 Layer Properties Define in MaskEditor

As can be seen in Fig. 4.5, there are many steps involved every time a photo mask

and resist are used in a real process. From a software point of view though, these

steps can be simplified and consolidated into a single command in order to save on

simulation time. To that end, a new command named mask is defined in the process

simulator. This command integrates the 2 process steps:

1. Photoresist is deposited with thickness defined by the parameter thick.

2. Photoresist is geometrically etched according to x1.from x1.to x2.from,

x2.to. etc. (e.g. the photoresist outside the defined area of x1.from x1.to is

etched away)

In order to facilitate its use, the low-level mask command is generated automati-

cally by MaskEditor and saved to a mask file for a particular mask layer (every layer

has a mask file saved to the working folder after the project is properly generated

and saved).
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Depending on the process step that is associated with a particular mask, a “purpose”

property should be defined.

The first setting of this property is “general” and is used for all process steps

which merely alter the properties of the exposed material and do not add or

remove material. A good example of this is ion implantation: in a real process,

the left-over resist serves to block the ion implantation so that only the exposed

area is doped but no material is added or removed. Text Box 4.1 is a typical

statement found in mask files created by MaskEditor for the general purpose.

For simplification purpose, only 1 segment is shown here. Please keep in mind

that the mask file contains the commands for each plane/segment. In this book,

the phases “plane” and “segment” have the same meaning, the stacking x-y plane.

This statement will create a simulation result like the one shown in Fig. 4.6. Note

that after the desired process steps are performed (e.g. implantation), photoresist needs

to be removed manually using the statement etch photoresistall.

The second setting is “etch” and is used when material must be removed from

the exposed area: a typical example of this is plasma etching. This setting simply

removes all the selected material in the area defined by the mask. Etch depth and

etch angle can be defined in the GUI. MaskEditor will then create a mask file with

extension (.msk) which contains commands that perform the following process

steps on every plane/segment:

1. mask command. As discussed before, this command integrates two process

steps: (1) to deposit and (2) selectively etch photoresist for subsequent process.

2. etch command. This command instructs the simulator to etch selected material

in the area defined by the mask.

3. etch photoresist all. Remove all remaining photoresist. The etch com-

mand assumes user’s only purpose of using this mask is to etch, so the photore-

sist can be removed for the user to simplify the simulation input file.

Fig. 4.6 The “general” layer purpose process simulation result

Text Box 4.1 Content of a Typical Mask File (.msk) with General Purpose

mask segm=3 thick=1. x1.from=1 x1.to=2 x2.from=3 x2.to=4
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As an example, the content of a typical mask file (.msk) generated by

MaskEditor with “etch” as layer purpose is shown in Text Box 4.2. A photoresist

layer 1 um thick is deposited and etched according to the first statement line. Then

the etch statement instructs the simulator to etch silicon with a depth of 0.5 um.

Finally the leftover photoresist is removed. Figure 4.7 visualized the process with

each statement.

The last setting that can be used is “change material”. This is used in cases like

shallow trench isolation formation (STI) where one needs to first etch material A and

fill with material B. Since one cannot precisely fill up the well, most often a Chemical

Mechanical Polish (CMP) is necessary to remove excessive B material from the top

of material A, which makes this a 3-step process. To simplify matters, MaskEditor

supports a new method named “change material” in the process simulator. Instead of

doing all the process steps explicitly, just one step is necessary: change the original

material A to the desired material B at designated location with user specified depth.

The “change material” layer purpose contains the following steps:

1. Etch material A in the defined area with user specified etch depth.

2. Fill with the second material, B

3. Chemical mechanical polishing to remove excess B leftover.

Fig. 4.7 The “etch” layer purpose process steps

Text Box 4.2 Content of a Typical Mask File (.msk) with “Etch” Purpose

mask segm=3 thick=1. x1.from=1 x1.to=2 x2.from=3 x2.to=4 
etch segm=3 silicon avoidmask depth=0.5 
etch segm=3 photoresist all 
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As an example, a portion of a typical mask file (.msk) created by MaskEditor for

“change material” purpose is illustrated in Text Box 4.3. Again, only one plane for

one layer is shown here.

Figure 4.8 is the illustration of process steps for “change material” layer purpose.

Readers are encouraged to compare and contrast “change material” with the process

steps of Fig. 4.7.

Please note that while the use of the mask command through MaskEditor

simplifies the process, it should not be used if one wants to take a look at the

more detailed process simulation results. For example, in a real STI process, there is

often an extra step after etching called STI oxide liner growth. This is typically a

thermal oxide instead of a deposited oxide and is used to improve the silicon/SiO2

interface. Since “change material” simplifies matters, it should not be used if one is

interested in this distinction. The user must decide when it is appropriate to use

masks to simplify the process simulation.

A review of the different mask settings in MaskEditor is shown in Fig. 4.9. Since

“general purpose” is mostly for implantation, so ion implantation is illustrated.

Fig. 4.8 The “change material” layer purpose process steps

Text Box 4.3 Content of a Typical Mask File (.msk) with “Change Material”

Purpose

mask segm=3 thick=1. x1.from=1 x1.to=2 x2.from=3 x2.to=4 
change_material dry segm=3 silicon /oxide thick=0.5 
etch segm=3 photoresist all 

4.3 Initial Setup 91



4.3.5 Cut Lines

After defining the simulation area and specified layer property, the user should

define cut lines in the mask layout to start the definition of the 3D mesh. As we have

discussed previously, this book uses a stacked mesh plane approach to 3D mesh

generation. By convention, mask layers are in the x-z plane so cut lines at specific

z values define the required x-y mesh planes. However, we also remind the reader

that the z-direction is assumed to be sparsely meshed because it is where there is the

least variation in material properties. The user thus has the choice of setting vertical

or horizontal cut lines in the plane of the mask layer: the z-direction of the

simulation is defined as being perpendicular to these cut lines.

The cut location is automatically determined by MaskEditor by detecting varia-

tions in the z direction; two cuts are applied at closely-spaced material boundaries

to help with accuracy. Figure 4.10 shows an example of the automatic cut lines

detection in MaskEditor.

Note that MaskEditor only adds the absolute minimum number of mesh planes

required for the simulation to function correctly. Users should not attempt to

remove the cut lines acting as material boundaries as it will adversely affect the

simulation accuracy. However, the simulation accuracy can be improved by adding

cuts to locations of interest or using the automatic “Add cut” feature. In future, it is

possible to work with bended planes, see Sect. 4.12 for more information.

Fig. 4.9 Three mask layer

purposes in MaskEditor
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4.3.6 3D Mesh Definition

3D mesh generation can be done in two steps: defining the longitudinal mesh

through the cut lines as discussed in the previous section and defining the lateral

2D mesh for each plane. The initial mesh definition controls the x-y mesh allocation

for the substrate since that is the starting point of all process simulations. The user

has control over the total number of mesh points and the uniformity of the mesh.

Areas of the substrate whichwill be the focal points of processes orwhere electrical

effects are expected to be important can be meshed more densely to improve the

accuracy of the simulation. This includes channel regions, p-n junctions and so on.

Note that when additional material is deposited later in the process simulation,

the user does have the capability to add horizontal mesh lines. This gives the user

control over the vertical resolution of the new mesh that will be added as a result.

However, these new layers will automatically inherit the vertical mesh lines of the

substrate upon which they are deposited so it is important to generate sufficiently

dense mesh at the beginning of the process simulation. Otherwise, more compli-

cated re-grid procedures will be required to fix the mesh.

Although the lateral (x-y plane) mesh can be defined independently for each

plane, the basic setting is to use the same lateral mesh everywhere (“basic mesh”).

This is usually sufficient when there is only one longitudinal (z direction) segment

or when there is little lateral variation between the different cut planes.

In other cases, there is a lot of lateral variation between the various cut planes

and it would be beneficial to have denser lateral mesh in different x/y locations.

In that case, the user should use the “segmented mesh” option.

Fig. 4.10 Automatic cut line detection by MaskEditor
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Figure 4.11 shows an example where three zones with different x-y mesh are

being defined. These zones, labeled Zone 1, Zone 2 and Zone 3, are specified using

z range (e.g. from z ¼ 0 um to z ¼ 10 um) where they apply. Each zone has its own

lateral mesh definition. In the extreme case, every mesh plane can define its

own lateral mesh.

4.4 MaskEditor Intermediate Files

MaskEditor generates a number of intermediate files which are used in the process

simulation. These files are in text format and contain numerous low-level process

simulation commands which would have been manually input by the user in older

versions of the process simulation suite. Needless to say, MaskEditor is a vast

improvement over the old way of doing things.

There are four main file types generated by MaskEditor which are used by the

process simulator. Files with the pattern “geo*.in” contain geometric and lateral

(x-y plane) mesh information as shown in Text Box 4.4. There is one such file for

every mesh plane defined in MaskEditor; they are numbered starting from 1 for the

plane at z ¼ 0.

A separate file with the “.in” extension (main.in) is also created: this will be

the main simulation file for process simulation. When originally created by

MaskEditor, this file will contain only a basic template for a 3D simulation and a

few basic commands like mode and 3d_mesh. However, this file also tells the

process simulator to read in all the other input files generated by MaskEditor

through the include command (Text Box 4.5).

Fig. 4.11 Segmented mesh define
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Here are some explanations for the code in the main.in template file.

The struct command is the abbreviation of structure command. The process

simulator allows abbreviations provided that there is no ambivalence about their

meaning. This command is used to output the physical structure. This is useful to do

at various process steps since it allows the user to change a process step mid-way

without redoing the entire simulation. Note that the restart command used here is

comment out by a “#” sign. In addition to the commands defined through

MaskEditor and separated in various external files specified by include

statements, some default settings are also included through the suprem.key and

modelrc files in the process simulator installation directory. The user may reissue

any of these commands to change these default settings. A full discussion of the

available commands can be found in the reference manual of the process simulator [9]

and in later chapters of this book but let us go over a few basics:

• The line command in the geo file is used to specify the position and spacing of

mesh lines. All line statements should come before region and boundary

statements, which should in turn be followed by an initialize statement to

actually generate the mesh. The location parameter specifies the location

Text Box 4.5 Content of main.in Template

mode quasi3d
3d_mesh inf=geo
#restart file=xxxx.str

init
include file=mos.gds1.msk
struct outf=01_mask.str
include file=mos.gds2.msk
struct outf=02_mask.str

export outf=npn.gds.aps xpsize=0.001

Text Box 4.4 Content of geo Files

line x loc= 0.0 spacing= 0.25 tag=lft
line x loc= 5.0 spacing= 0.25 tag=rht

line y loc= 0.0   spacing= 0.05   tag=top
line y loc= 2.0   spacing= 0.15   tag=bot

elimin y.dir xlo= 0.0 xhi= 5.0 ylo= 1.0 yhi= 1.0 ntimes=2

region silicon xlo=lft xhi=rht ylo=top yhi=bot
bound exposed xlo=lft xhi=rht ylo=top yhi=top
bound backside xlo=lft xhi=rht ylo=bot yhi=bot
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along the chosen axis (in microns) while spacing is the local grid spacing (also

in microns). The process simulator will add mesh lines to the ones given

according to the following recipe:

– Each user-defined line has a spacing which is either specified explicitly or

inferred from the nearest neighbor. These spacings are then smoothed out so

no adjacent intervals will have a ratio greater than 1.5. New grid lines are then

introduced so that the line spacing varies geometrically from one end of the

interval to the other.

– Each line also defines a tag which can be any words of the user’s choosing;

this tag is used to refer to a particular line in other commands.

• eliminate is used to manually control the mesh line densities in the initial stage

of a simulation. Given a mesh line direction and an area, using this command once

results in elimination of half of the mesh lines (spread evenly). Subsequent uses

results in a further reduction of mesh lines. x.direction and y.direction

indicate whether mesh lines in the x or y direction are to be eliminated. xlo,

xhi, ylo, yhi are the low and high coordinates of an area where mesh will be

eliminated. Please note that this area should be within a region defined by a

previous region command. ntimes is the number of “half-mesh” action to be

performed.

• The region command is used to specify the material of rectangles in a

rectangular mesh. This statement should follow line statements. Every element

must be given some material, so at least one region statement is required for each

rectangular mesh. xlo, ylo, xhi and yhi are the boundaries of the rectangle

being specified and should correspond to a tag previously created in a line

statement (e.g. top,bot, etc.). The substrate material should be specified with

this command (e.g. silicon).

• A boundary statement is used to specify what conditions to apply at each surface

in a rectangular mesh. At present, three surface types are recognized. exposed

surfaces correspond to the top of the wafer. Materials are only deposited on

exposed surfaces: this is a common source of user error and should be investigated

when deposit commands appear to have no effect. Impurity pre-deposition also

happens at exposed surfaces, as does defect recombination and generation. Back-

side surfaces roughly correspond to a nitride- or oxide-capped backside. Defect

recombination and generation happen here. reflecting surfaces correspond to

the sides of the device and/or symmetric boundary conditions. This setting can also

be used the backside if defects are not being simulated and is the default for

surfaces.

MaskEditor also creates mask files with the extension “.msk”. Text Box 4.6

shows the content of a mask file for a layer with “etch” purpose. The mask files

typically contain a group of mask, etch or change material commands. The

segm parameter controls which plane the mask command works on. There are four

planes for this simulation; two of them have blanket etch of nitride while the other

two have selective etch of nitride. Note that the ones with blanket etch do not need a

photo mask and therefore there is no etch photoresist all statement either.
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Note that when using general purpose masks, it is expected that a command such

as implant will follow the mask step in the process simulator. In this situation, the

.msk file will not include the command to remove the left-over photoresist since it is

needed for the implantation; this must be done by the user in process simulation

after the implantation is complete. For etch or change material masks, user simply

needs to use the include command to import the .msk file and does not need to

worry about the resist.

The last file created by MaskEditor is zmesh.zst file. This file contains the

longitudinal mesh information (i.e. the location of the x-y mesh planes on the

z axis). The process simulator will first load this file together with the geo files to

build the 3D structure. The content of a typical zmesh.zst file is shown in Text Box 4.7.

The user does not need to understand the contents of this file: it suffices to say that it

defines the z locations of the mesh planes.

Text Box 4.7 Content of zmesh.zst File

begin_zst
3d_solution_method 3d_flow=yes
include file=suprem_taper_label.txt
z_structure uniform_zseg_from=0.0 uniform_zseg_to=0.0 zplanes=1 zseg_num=1
z_structure uniform_zseg_from=0.2 uniform_zseg_to=0.2 zplanes=1 zseg_num=2
z_structure uniform_zseg_from=0.5 uniform_zseg_to=0.5 zplanes=1 zseg_num=3
z_structure uniform_zseg_from=1.0 uniform_zseg_to=1.0 zplanes=1 zseg_num=4
z_structure uniform_zseg_from=1.5 uniform_zseg_to=1.5 zplanes=1 zseg_num=5

load_mesh mesh_inf=f1.msh zseg_num=1
load_mesh mesh_inf=f2.msh zseg_num=2
load_mesh mesh_inf=f3.msh zseg_num=3
load_mesh mesh_inf=f4.msh zseg_num=4
load_mesh mesh_inf=f5.msh zseg_num=5
output sol_outf=tmp.out
export_3dgeo file=h_cvd.3dgeo
end_zst

Text Box 4.6 Content of a .msk File

etch dry segm=1 nitride thick=0.5

etch dry segm=2 nitride thick=0.5

mask segm=3 thick=1. x1.from=1.2 x1.to=3.8
etch segm=3 nitride avoidmask depth=0.5
etch segm=3 photoresist all

mask segm=4 thick=1. x1.from=1.2 x1.to=3.8
etch segm=4 nitride avoidmask depth=0.5
etch segm=4 photoresist all

4.4 MaskEditor Intermediate Files 97



MaskEditor generates one additional file which is not used by the process

simulator: the .cut file saves the user input from the MaskEditor GUI. It contains

information such as layer settings including negative or positive polarity, purpose

of layers, etc. Normally user will never have to open this file for editing but it can be

reloaded by the MaskEditor GUI to continue work on a mask layout.

4.5 Running a 3D Process Simulation

At this point, all the necessary input files have been generated and one may run

a process simulation. However, we first recommend renaming the main.in file

generated by MaskEditor in case it is accidentally overwritten. As mentioned

before, MaskEditor automatically creates a small template main.in file to help the

user get started.

With this template file, we will be able to add the process simulation steps we

want. Simulation always starts with the mode command and each mask layer is

loaded to the simulator by the include command. It is recommended that for each

step, a structure command be used to save the simulation results to an output

file. This allows the user to restart a simulation if it fails or simply to alter the

process step (e.g. the implantation dose) without having to go back to very

beginning. A good practice is to add a number to each saved structure file. Since

a complicated process simulation usually consists of many steps and output files, a

file number will make it easy to find the corresponding step and file. Afterwards, we

will need to export the process simulation result to a device simulator if electrical/

thermal/optical modeling is required.

4.6 Export Process Simulation Data to Device Simulator

The details of export process which links the process to the device simulation

depends on the software suite being used but the principles are usually similar.

In this book, this is done using a command called export. This command exports

all the structural and mesh data in a format readable by the device simulator. The

exported mesh file has the extension “.aps”. In addition to the mesh file, the

export command of process simulator creates two other files used by device

simulator.

The first file generated is a solution template named main_3d.sol. Much like the

main.in template generated by MaskEditor for process simulations, this file should

be renamed to avoid accidentally overwriting it. Text Box 4.8 shows a sample of

solution template file for device simulator.

The solution template contains a number of simulation commands for the device

simulator that can be customized by the user. For the sake convenience, the
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template also includes some comment lines that explain the various commands and

divide the file into sections:

• In part 1, convention determines the polarity of positive current flow.

The default is that current flowing out of the device and into an electrode is positive

and by Kirchhoff’s current law, the sum of the current on all electrodes is zero.

• In part 2, include command loads the zmesh.zst file: this is the same file

created by MaskEditor and used earlier by process simulation.

• In part 3, the name of the device simulation output files is chosen. The actual file

names will also have a number appended to the end since output is generated at

different bias steps. Also additional device simulation commands can be added

to enable various physical models such as impact ionization.

Special attention should be paid to part 4, which will load the file called

contact_3d.sol. This file is not created automatically by process simulation

export: instead, the user needs to set up the contacts using a small embedded

program called ContactDesigner from the process simulator GUI.

Text Box 4.8 Solution Template Generated by Process Simulation

$-------Part 1: Welcome to Apsys 3D ----------------------------------
begin
convention positive_current_flow=inward

$------- Part 2: Input statement ------------------------------
$------- load mesh from csuprem output .aps file --------------
include file=zmesh.zst ignore1=load_mesh ignore2=output ignore3=export_3dgeo
load_mesh mesh_inf=sup.aps suprem_import=yes

$------- Part 3: Output statement, additional physics & alias----
output sol_outf=sup.out
$ more_output impact_ionization=yes space_charge=yes
$ define_alias alias=Vs name=voltage_1

$------- Part 4: Load material and contact information ------
$ use contact designer program to define contact
include file=contact_3d.sol

$------- Part 5: Main scan command ----------------------------
$ restart data_set=1

$ define Newton parameters
newton_par damping_step=2. max_iter=50 opt_iter=15 stop_iter=15

$ scan line #1--equilibrium sets all contacts to zero
equilibrium

$ scan line #2
scan var=voltage_1 value_to=1
end
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We note quickly that for device simulation, contacts refer to the equipotential

boundary regions used to solve the drift-diffusion and Poisson equations. Even if

contact metals are defined in the process simulation, these electrical boundaries

must still be defined for the device simulation.

In ContactDesigner, the user can input geometric information for all the

contact boundaries (i.e. x, y, and z range) and specify the materials that are

used as a boundary reference: it simplifies matter if a contact boundary “touches”

only one semiconductor material. ContactDesigner then loads the material and

geometric information frommaterial_3d.sol (to be discussed later) and combines

it with the user-defined contacts to generate a new file: contact_3d.sol.

A contact number is also required as the device simulator uses this to apply

bias. For example, voltage_1 is the voltage on electrode #1 and current_2 is the

total current on all electrodes sharing the number 2.

• Part 5 is the input area for electrical and optical bias. The device simulator also

supports restarts from previously saved device simulation steps in this section.

The other major command in this section is newton_par which controls the

behavior of the sparse Newton equation solver: this setting can be very important

in achieving convergence and will be discussed at greater length in subsequent

chapters.

The second file created by the process simulation export command is

material_3d.sol. This file defines the various materials found in the various

segments/planes of the process simulation. For device simulation, it requires that

various physical parameters like bandgap and carrier mobility be defined for these

materials: this is usually done through a bundle of commands called a macro which is

identified by the material name. More details on how to define material parameters

and macros will be found in the reference manual of the device simulator [58].

An observant eye may notice that material_3d.sol is not explicitly included in

the solution template of Text Box 4.8. This is because this file is indirectly included

through contact_3d.sol when contacts are defined with the ContactDesigner appli-

cation. This application reads in material_3d.sol to assign contact boundaries to the

right segments as previously discussed.

4.7 Running 3D Device Simulation

The main_3d.sol template provides a good starting point for device simulation.

Various types of simulation, including DC, AC, transient, etc., can be carried out

with simple modification of this template file. The user may add additional physics,

or make modifications to physical parameters like carrier mobility, impact ioniza-

tion, material macros, etc., all within the device simulation GUI framework.

There are two types of output file associated with the device simulator. The first

type has an extension of .std, which contains mesh and simulated data, such as

electron concentration, current magnitude, potential, electric field, band-gap, tem-

perature and space charge. The second file type has an extension of .out, which is

used to plot curves like I-V curves, C-V curves, Smith Chart, etc.
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4.8 Using Plotting GUI to View the Simulation Result

One of the most important graphic user interfaces for TCAD simulation is the

plotting GUI. Without the ability to plot simulation results, there is not much point

in doing the modeling in the first place. The plotting GUI allows the user to view

both process and device simulation results: IV curves, band gap diagrams, doping

profiles, etc.

When doing batch simulations, it is also useful to be able to do batch post-

processing to extract and compare data from the various simulations. This can be a

function of the plotting GUI or sometimes the device/process simulator will have

built-in extract functions.

4.9 About Process and Device Simulator GUI

Process simulation can be done under DOS command or UNIX shell which has the

benefit of facilitating batch processing. However, this can be quite inconvenient and

imposes a learning curve on new users. Most commercial TCAD software provides

easy to use GUI programs to reduce the simulation workload on the user.

Here a typical simulator GUI is shown in Fig. 4.12. There are four zones of

interest. The input and output file zones show the files associated with a simulation

project. The input code zone allows direct editing of the input files while the

simulation output zone shows real-time output information from the simulation.

Afterwards, the user can save the simulation output messages to a log file and the

structural files can be viewed by opening the output files to launch the plotting GUI.

Here are some typical requirements for the TCAD simulation GUI:

1. Easy to use. New users should be able to pick up the basics within minutes.

2. Real time help for the command syntax.

3. Integration with other GUIs of the software suite, like the 3D setting up tool and

plotting GUI.

Fig. 4.12 The four zones of a TCAD simulator GUI
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4. Supports restart function when the simulation was interrupted.

5. Able to perform batch simulations.

One highly demanding features of TCAD simulation GUI is the capability to

perform batch simulation: this refers to a series of simulations associated with

different process parameters, different device simulation parameters, etc. In the

semiconductor industry this is useful because optimizing device performance often

requires adjusting process parameters. There may be hundreds of possible process

step combinations so it is useful to automate the process as much as possible and

leave the computer to do most of the work. If multiple PCs are available, the GUI

should be capable to automatically distribute the tasks to different computers that

still have available computing resources.

4.10 3D TCAD Simulation Flow Chart

By now, we have presented the whole picture for 3D TCAD simulation. We can

take a look at the relationship between the previously discussed tools, and see how

they interact with each other to create the user anticipated results (Fig. 4.13).

4.11 About CPU and GPU Simulation

Until recently, most TCAD simulations have been done using the CPUs, either with

consumer PCs or cluster-type supercomputers. Recently, the technology in graphi-

cal processing units (GPU) has begun to be applied to other fields beside 3D

rendering and gaming. By exploiting the parallel architecture of the GPU and its

hundreds of processing cores, GPU computing allows the creation of “personal

supercomputers” [59].

Fig. 4.13 3D TCAD simulation flow chart
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What GPU cores lack in terms of their individual speed compared to a CPU, they

more than make up in their numbers: tasks that can be parallelized benefit from

GPU computing. In some areas such as FDTD speed-ups of 100� over CPU

computation have been reported [60]. For TCAD simulation, an essential part of

the calculation is the sparse linear solver that is at the core of the non-linear Newton

method. It is expected that for devices where the mesh count is above 105, a factor

of 2 increase in speed can be achieved using a GPU-accelerated solver.

Figure 4.14 illustrates a comparison between GPU and CPU in full 3D process

simulation on the same computer. As the mesh increases, the better scaling

provided by the parallel linear solver widens the gap and makes GPU-accelerated

solvers a very promising approach to improving the TCAD simulation time. The

computer configuration for this comparison is: Intel core i7 920@ 2.67GHz with

12G memory and 64bit Windows 7 OS. GPU: NVidia Tesla C1060.

4.12 Bended Planes

Bended planes method is a novel and futuristic meshing technology that is still

under development. This method allows both bended and straight planes. This

allows fewer planes to be used to represent structures with curved shapes and

reduces the overall number of mesh points (Fig. 4.15).

Fig. 4.14 Process simulation time comparison, CPU vs. GPU
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As an example, a 4�4 etched pillar structure is shown with straight planes only

and bended planes method. The bended planes method uses far fewer planes and

thus has only 1/10th of the total mesh count. Note in Fig. 4.16, total of 134 planes

are used to create the 16-pillar structure with straight planes only, while only

2 straight planes are necessary for bended planes. Extra 16 bended planes are

used for the 16 pillars with the bended planes method.

Fig. 4.15 Bended planes method

Fig. 4.16 Comparison between straight planes only and bended planes method
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Chapter 5

P-N Junction Diode

5.1 The Simplest P-N Junction Diode

To get the reader familiarize with 3D TCAD simulation, we start with the simplest

p-n junction diode imaginable. This diode has just one mask layer as shown in

Fig. 5.1. Strictly speaking, this simulation example is just an extension of a 2D

problem since there is no variation in the z direction; it could even be modeled in

1D. Nevertheless, this is a good place to start.

From this section on, every example will include an overview section, which lists

the important process and device simulation steps. Simulation code is included so that

the reader can have real simulation examples. Note that except this example, most

examples have the process simulation code divided into separate sections. Each section

has its own purpose of simulation. At the end of each example, a simulation data is

presented to illustrate the simulation time, mesh counts and number of cut planes.

5.1.1 Overview of Simulation Steps

This is the simplest example of this book so the overview of process steps in

Table 5.1 is quite short. It can be broken down simply as process simulation,

contact definitions and device simulation. Thumbnail figures for every process

step help explain what is being done at each stage.

5.1.2 Process Simulation

An n+ substrate is first created for the n-type region of the p-n junction diode.

Silicon epitaxy is then used to grow the silicon layer on top of the substrate to create

the p-type region. Note that in process simulation, epitaxy is realized through

deposit. The epitaxial layer can be grown at user-defined temperature, 300 K

S. Li and Y. Fu, 3D TCAD Simulation for Semiconductor Processes, Devices
and Optoelectronics, DOI 10.1007/978-1-4614-0481-1_5,
# Springer Science+Business Media, LLC 2012
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Fig. 5.1 Layout of the

simplest p-n junction diode

Table 5.1 Overview of simulation steps for the simplest p-n junction diode

Simple p-n junction diode Process simulation steps

Step 1: Process simulation

Simple p-n junction diode Contact definitions for device simulation

Step 2: Contact definitions for device simulation

Simple p-n junction diode Device simulation

Step 3: Space charge vs. applied bias

Step 4: Junction capacitance
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being the default value. Both n-type and p-type regions use a constant doping so for

the simulation, no implant is necessary. A diffusion step is applied to activate all

dopants.

Process Simulation Code

mode quasi3d
3d_mesh inf=geo

# initialize the substrate n region
init phosphorus conc=1e18 orient=111
struct outf=1_pn.str

# grow silicon epi layer for p region
deposit silicon thick=0.1 boron conc=1e18 meshlayer=50 

# activate the dopants and export   
diffuse time=1 temp=950

struct outf=2_pn.str
export outf=pn.aps xpsize=0.001

The mode command specifies that a quasi-3D will be used in this example. This

will neglect the diffusion of dopants between mesh planes which is unimportant in

this case.

The 3d_mesh command loads mesh declaration statements from the

MaskEditor GUI. This example has 2 cut planes and a basic mesh so 2 identical

geo files (geo1 and geo2) are created to build the 3D structure. The content of the

geo files is shown in Text Box 5.1. The line statements define the mesh spacing at

various x-y locations and the thickness of the substrate is 0.1 um.

The init statement initializes the mesh substrate. The parameters indicate it is

doped with phosphorus so it can act as the n-region of the diode.

The deposit statement does the epitaxy growth of the p+ silicon layer. Vertical

mesh lines are inherited from the substrate and horizontal lines for the new layer are

defined using the meshlayer parameter.

The diffuse command does a short (1 min) annealing step at a furnace

temperature of 950�C to activate the dopants.

Text Box 5.1 The Content of geo Files for the Simplest P-N Junction Diode

line x loc=   0.00000     spacing=  0.100000     tag=lft
line x loc=   1.00000     spacing=  0.100000     tag=rht

line y loc=   0.00000     spacing=  0.100000e-01 tag=top
line y loc=  0.100000     spacing=  0.100000e-01 tag=bot

region silicon xlo=lft xhi=rht ylo=top yhi=bot
bound exposed xlo=lft xhi=rht ylo=top yhi=top
bound backside xlo=lft xhi=rht ylo=bot yhi=bot
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Figure 5.2 is the substrate (n-type region) of the p-n junction diode. The final net

doping chart is given in Fig. 5.3.

5.1.3 Contact Definitions for Device Simulation

Contacts need to be defined to inform the device simulator of the location of the

electrical boundaries. For this simple example, two contacts are defined, one on top

and one at bottom: the doping of the layers is sufficient to provide a good quality

ohmic contact so we skip the usual step of depositing metals. Figure 5.4 shows the

contact definitions for simple p-n junction diode.

Fig. 5.3 Net doping chart of the finished structure (2_pn.str)

Fig. 5.2 Silicon substrate as the n+ region (1_pn.str)
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5.1.4 Device Simulation

Device simulation is performed for both DC bias condition and AC bias condition.

The complete code for device simulation is copied below. Note that the contact_3d.

sol contains contacts as well as material information for device simulation. Please

refer to Chap. 4 for more information on how to set up these files.

Device Simulation Code

$-------Part 1: Welcome to Apsys 3D ----------------------------------
begin
convention positive_current_flow=inward

$------- Part 2: Input statement ------------------------------
$------- load mesh from process simulation output .aps file --------------
include file=zmesh.zst &&
ignore1=load_mesh ignore2=output ignore3=export_3dgeo

load_mesh mesh_inf=pn.aps  suprem_import=yes

$------- Part 3: Output statement, additional physics & alias----
$------- You can change the name of output file for the device simulator -----
output sol_outf=pn.out
more_output impact_ionization=yes space_charge=yes

$------- Part 4: Load material and contact information --------
$ use ContactDesigner program to define contact
include file=contact_3d.sol

$------- Part 5: Main scan command ----------------------------
$ define Newton parameters
newton_par damping_step=2. var_tol=1.e-3 res_tol=1.e-3 &&
max_iter=50 opt_iter=15 stop_iter=15

$ scan line #1--equilibrium sets all contacts to zero
equilibrium

$ define Newton parameters
newton_par damping_step=2. var_tol=1.e-2 res_tol=1.e-2 &&
max_iter=50 opt_iter=15 stop_iter=15

Fig. 5.4 Contact definitions for the simplest p-n junction diode
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$ scan line #2
scan var=voltage_1 value_to=-0.5 init_step=1.0e-5 min_step=1.e-6 
max_step=1e-2
$ scan line #3
scan var=voltage_1 value_to=+0.5 init_step=1.0e-5 min_step=1.e-6 
max_step=1e-2
$ end

Since this example is just a warm up, the details about the device simulation

will not be covered at this time: a more detailed explanation will be provided in

a subsequent section. We will simply note that the scan statement instructs

the simulator to perform a DC bias scan of voltage on contact terminal 1, which

is the anode. The voltage bias is increased in one direction and then reversed to

show both forward and reverse bias conditions.

5.1.5 Space Charge vs. Applied Bias

We will now sweep the bias applied to the p-n junction to see how the space charge

various according to different bias voltage. The anode to cathode voltage (Va)

sweeps from �0.5 to 0.5 V. The space charge region decreases as bias voltage

increases, as can be seen from Fig. 5.5.

At equilibrium, the width of space charge region W can be written as [61, 62]:

W ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2EV0

q

1

Na
þ 1

Nd

� �s
(5.1)

where Na and Nd are the concentration of accepters and donors, E is the permittivity

and V0 is the built-in potential:

V0 ¼ kT

q
ln

NaNd

n2i

� �
(5.2)

For p-n junction with current flow, such as in this example, the V0 should be

replaced with the new barrier height: V0 – V. We can see from this equation, as the

applied voltage V increases from �0.5 to 0.5 V, W will decrease.
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5.1.6 Junction Capacitance

Variation of charge within a p-n junction will result in capacitance effect [63].

There are basically two types of capacitance associated with a junction [62]:

1. Junction capacitance. This is caused by the dipole in the transition region.

Junction capacitance is a voltage variable capacitance.

2. Charge storage capacitance. Due to charge storage effect from the lagging

behind of voltage as current changes.

Junction capacitance dominates the reverse bias condition, while charge storage

capacitance dominates the forward bias condition.

The Junction capacitance can be calculated from the following equation [62]:

Cj ¼ A

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2qE

ðV0 � VÞ
NdNa

Nd þ Na

s
(5.3)

where A is the junction area.

Fig. 5.5 Space charge charts and 2D center cuts (top to bottom) for different biases
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What happens in the limit of V ! V0? The above equation would predict Cj ! 1
which is clearly incorrect. The reason for this behavior is that (Eq. 5.3) relies on the

following approximation of the depletion width:

W ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2EðV0 � VÞ

q

Na þ Nd

NaNd

s
(5.4)

Using the device simulator, we plot the Capacitance-Voltage (C-V)
characteristics of the p-n junction diode at a frequency of 1 MHz. As shown in

Fig. 5.6, the capacitance initially increases as predicted when V ! V0 but then

takes a sharp drop.

5.1.7 Simulation Data

Table 5.2 gives the simulation data for the simple p-n junction diode. For each

example, the simulation data will be given with approximate process and device

simulation time. Please note that these results are only intended to provide a rough

estimate: the exact numbers depend a lot on the actual computer specifications.

Fig. 5.6 C-V curve for the p-n junction diode
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5.2 A More Complicated P-N Junction Diode

In this section, we will simulate a more complicated p-n junction diode. The

structure of the diode is based on the 4th edition of Dr. Ben G. Streetman’s classic

textbook [62], but will use a simplified process recipe to demonstrate the simulation

process. This is a relatively “old” technology, but we will use it as an example here.

The p-n junction diode we are going to simulate uses a selective diffusion process.

The layout consists of several isolated p-n junctions on a single wafer but contains

only two mask layers. Mask #1 is used to create openings in the oxide layer for

boron diffusion windows. Mask #2 is used to etch deposited aluminum and create

contacts for the p-type region. The doping, furnace temperature and diffuse time are

all chosen arbitrarily and may not correspond to a real process. Since the bended-

plane method is still under development at the time of writing, it will not be applied

here. But please keep in mind that for this kind of structure with multiple circles,

using bended planes will significantly reduce total mesh count and simulation time.

Figure 5.7 shows the mask layout for this process; the inner circle is the diffusion

window for boron and the outer circle is the aluminum etching. It also illustrates the

cut lines generated by MaskEditor.

Table 5.2 Simulation data for the simple p-n junction diode

Process

simulation

Device simulation

(Va ¼ 1.2 V)

Total mesh

count

Total number

of planes

Simple p-n junction diode 30 s 1 min 2,222 2

Computer Configuration: HP desktop with Intel i7-860/6G/1T/NVIDIA GeForce GTX260/Win7

Fig. 5.7 Layout of 4 p-n junction diodes with two masks (left) and with cut lines (right)
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5.2.1 Overview of Simulation Steps

The process steps used here do not necessarily correspond to a real device but this

example has one particular feature not found elsewhere in this book and which is

worth discussing: a boron diffusion step. Diffusion doping is an old technology

that has been phased out in most commercial fabs. Newer ion implantation

Table 5.3 Overview of simulation steps for the p-n junction diode

P-N junction diode Process simulation steps

Step 1: Substrate and surface oxidation

Step 2: Opening windows in the oxide layer

Step 3: Boron diffusion through the windows

Step 4: Cathode ohmic contact n+ implant

Step 5: Aluminum evaporation

P-N junction diode Contact definitions for device simulation

Step 6: Contact definitions for device simulation

P-N junction diode Device simulation

Step 7: Forward bias simulation results
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techniques are often preferred due to the increase control over the quantity of

impurities introduced and the shape of the doping profile. However, many univer-

sity labs struggle to make do with obsolete equipment and this technique is still

occasionally used. We would therefore be remiss not to include at least one

example of diffusion doping, if only because of its historical significance.

Since we only use the boron diffusion step to demonstrate the technique, we only

use it once. For the back side n+ region, we will use a more typical phosphorus

implantation. After the process simulation is done, contacts are defined for device

simulation. In the device simulation section, we will discuss the band diagram of

the p-n junction diode (Table 5.3).

5.2.2 Substrate and Surface Oxidation

A simple process is created to build the p-n junction diodes. The silicon sample is

pre-doped with phosphorus (n-type) and boron is diffused through the openings of

the oxide layer. The process steps are described below with the matching process

simulation commands.

The silicon substrate is uniformly doped with phosphorus at a concentration of

1E+18 cm�3 and oxidized with 30 min wet oxidation at 1,100�C. The silicon

surface orientation is chosen to be [111]. The output is saved to the file named

01_oxide.str. The cross section is drawn in Fig. 5.8 and the simulation result is

shown in Fig. 5.9.

Process Simulation Code

mode three.dim
3d_mesh inf=geo

initialize phosphorus conc=1e18 orient=111
diffuse time=30 temp=1100 weto2   
structure outfile=01_oxide.str

mode three.dim defines a full 3D simulation for this example. This is needed

because of the circular shapes of the p-n junctions. As a comparison, a quasi 3D will

also be run separately: timing results will be shown at the end of this chapter.

The 3d_mesh command loads mesh declaration statements from the

MaskEditor GUI; sample content of the geo files is shown below (Text Box 5.2).

A uniform mesh in the lateral direction is used here so all the geo files should have

the same content. Because of the circular shapes involved, many mesh planes are

required; this can be improved in the future with better mesh generation techniques

such as the bended planes method discussed in Chap. 4.

The initialize command processes all the mesh declaration statements and

generates the initial substrate for the process simulation. An n-type substrate with a

doping concentration of 1E+18 cm�3 and oriented in the [111] direction is used as

the n region of the diode. An n+ implant will later be used at the bottom of the
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Fig. 5.8 Cross section of step 1: oxidize the Si sample

Fig. 5.9 Oxidation of the silicon sample (01_oxide.str)

Text Box 5.2 The Content of geo Files

line x loc=   0.00000     spacing=  0.347222     tag=lft
line x loc=   2.50000     spacing=  0.104167    
line x loc=   5.00000     spacing=  0.347222    
line x loc=   7.50000     spacing=  0.104167    
line x loc=   10.0000     spacing=  0.347222  tag=rht

line y loc=   0.00000     spacing=  0.520833e-01 tag=top
line y loc=   0.75000     spacing=  0.520833e-01
line y loc=   1.25000     spacing=  0.173611     tag=bot

region silicon xlo=lft xhi=rht ylo=top yhi=bot
bound exposed xlo=lft xhi=rht ylo=top yhi=top
bound backside xlo=lft xhi=rht ylo=bot yhi=bot
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substrate to ensure a good ohmic contact. This is postponed until the last part of

simulation to avoid the excessive diffusion caused by the thermal cycle of the boron

diffusion process.

The diffuse command is used here to perform the growth of a thermal oxide

layer. A 30 min process with furnace temperature of 1,100�C is used under wet

oxide condition. Wet oxide generally has less quality than dry oxide and is not

suitable as a gate oxide. However, it has the advantage of being much faster to grow

than dry oxide. In this case, the oxide is only used as a blocking layer for the boron

diffusion and will remain after the fabrication finishes. Etch windows will be

opened in the oxide for the boron diffusion.

The structure statement will write the mesh and solution information to a

user-specified file (01_oxide.str). It is a good habit to apply a number to the

beginning of the .str file name to organize the saved files and sort them in

the order of the process step. This is especially true for lengthy simulations where

dozens or even hundreds of process simulation structure files are generated. The

simulation result after wet oxidation is shown in Fig. 5.9.

5.2.3 Opening Windows in the Oxide Layer

The next step is to open windows in the oxide layer for subsequent boron diffusion.

First, a layer of photoresist (PR) 1.0 um thick is applied. The PR is exposed through

mask #1 and after the exposed material is removed, HF is used to etch the oxide

layer and create diffusion windows [62]. In order to give the reader a clear picture of

what’s happening in the mask step, the process steps of window opening is

illustrated in Fig. 5.10.

Process Simulation Code

include file=diode1.msk
structure outfile=02_mask1.str
etch oxide depth=0.8 avoidmask
etch photoresist all
structure outfile=03_oxide_etch.str

The statement include instructs the process simulator to load the content of the

diode1.msk file which was generated automatically by MaskEditor. This file

contains the commands used for the PR deposition and its selective removal. The

contents of the mask file are shown in Text Box 5.3 but are truncated for the sake of

brevity since the file contains mask information for all 84 planes.

Figure 5.11 shows the mask layout. The polarity of this mask is negative and it

uses the “general purpose” setting in MaskEditor rather than the simplified “etch”

setting. The negative mask polarity means photoresist in the drawn area will be

removed, leaving a window to etch oxide (Fig. 5.12).

The next step is to etch the oxide layer. Although HF etch is an isotropic process,

we use an anisotropic dry etch here for simulation purposes. The statement etch
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Fig. 5.10 Steps to etch SiO2 diffusion windows

Text Box 5.3 Contents of Mask File diode1.msk (Truncated)

mask segm=1 thick=1. x1.from=0. x1.to=10.
..
mask segm=9 thick=1. x1.from=0. x1.to=2.34357 x2.from=2.65643 x2.to=7.34357 
x3.from=7.65643 x3.to=10.
..
mask segm=35 thick=1. x1.from=0. x1.to=2.34357 x2.from=2.65643 x2.to=7.34357 
x3.from=7.65643 x3.to=10.
.. 
mask segm=84 thick=1. x1.from=0. x1.to=10.
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oxide is used to instruct the simulator to perform an oxide etch with an etch depth

of 0.8 um. Note that if the oxide layer is thinner than 0.8 um, the simulator will

automatically stop at whatever thickness the oxide has because of the settings used

in the etch command. The avoidmask parameter is somewhat redundant but

guarantees that the area under the PR is not affected by the etch process.

We note that in this case, a general-purpose mask was used in MaskEditor so we

must remove the left-over PR with etch photoresist all before continuing to

the next step. Failure to do so will cause process simulator to print error messages.

Fig. 5.12 After photoresist development of the oxide etch step (02_mask1.str)

Fig. 5.11 Layout mask of oxide windows process step
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Figure 5.13 illustrates the simulation result after diffusion windows are opened

by selective etching oxide layer.

5.2.4 Boron Diffusion Through the Windows

Now that windows through the oxide layer have been opened, we can diffuse boron

through them. The diffusion method to dope semiconductors is an old technology

which has mostly been replaced by ion implantation in industry. However, many

university clean rooms use older equipment and still rely on this technology

(Fig. 5.14).

Process Simulation Code

diffuse time=90 temp=1000 boron gas.conc=1.e20
struct outf=04_p_region.str

The diffuse statement will cause boron to diffuse into the silicon through the

oxide windows and create a p-well at the silicon surface. The diffusion time is set to

be 90 min (not 90 s) and the furnace temperature is set at a constant temperature of

1,000�C.

Fig. 5.13 Etch SiO2 diffusion windows (03_oxide_etch.str)
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Figure 5.15 is the net doping chart after boron dopant activation. From the 2D

cut we can see that mesh is denser at the center of the p-wells. This was done

intentionally to get a denser mesh in the center of the diode devices. Also, the top

mesh is denser than the bottom because the junctions are located at the top half of

the structure. Note that we can use regrid statement here to make the p-n junction

smoother, at the cost of computing time.

5.2.5 Cathode Ohmic Contact n+ Implant

In order to create an ohmic contact at the cathode, the wafer bottom needs highly

doped n region. We must flip over the wafer to perform bottom phosphorous

implant. Note that implant is used here rather than using another diffusion step.

Fig. 5.15 2D cut (z ¼ 2.75) net doping after boron diffusion (04_p_region.str)

Fig. 5.14 Boron diffusion

through oxide opening
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Process Simulation Code

flip_y
implant phosphorus energy=20 dose=4e15
flip_y
diffuse time=1 temp=950
struct outf=04_n_region.str

The flip_y statement allows the user to flip the whole device in the y direction

and do a coordinate transform of y ! �y. This matches what is done in a real

process where the wafer is flipped over. This statement is used again after the

implantation is done to revert the coordinates back to normal.

The implant phosphorus command performs an ion implantation of phos-

phorus to create the backside ohmic contact. The implant dose is 4E+15 cm�2 and

the ion energy is 20 keV. A quick thermal anneal (diffuse) is then used to activate

the dopants of the newly implanted n+ region.

Note that the doping concentration of 1E+18 cm�3 specified for the substrate

earlier is close to the limit of what is acceptable for a good ohmic contact so the

extra doping on the backside helps. If this had been neglected, the device simulation

might have trouble applying ohmic boundary conditions on the contact and a

Schottky boundary would be required.

The 2D cut of the simulation result is shown in Fig. 5.16. Note the bottom of the

device is heavily doped n+ region.

5.2.6 Aluminum Evaporation

Aluminum is evaporated onto the surface and etched away to form the p-contact

(anode) layer. This step is illustrated in Fig. 5.17.

Fig. 5.16 2D net doping chart after n+ region anneal
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Process Simualtion Code

deposit aluminum thick=0.5 meshlayer=3
struct outf=05_al_deposit.str
include file=diode2.msk
struct outf=06_al_etch.str

The process simulator treats evaporation as a deposition process, so the

deposit command is used to deposit a layer of aluminum 0.5 um thick. The

meshlayer parameter is used to insert extra mesh in this aluminum layer to

improve the accuracy of the simulation. The simulation output after deposition is

shown in Fig. 5.19.

As before, the include statement is used to process a mask file created by

MaskEditor: its abbreviated contents are shown in Text Box 5.4. This time how-

ever, the mask used has an “etch” purpose so the aluminum is automatically

removed to a depth of 0.5 um. This removes it completely except for the area

defined by the second mask (positive mask polarity). The mask layout for this step

is shown in Fig. 5.18.

Figure 5.20 shows the final structures after the aluminum etch. Figure 5.21

shows the net doping in 3D and for 2D cut after the aluminum etch.

The final step for the process simulation is to export the structure for device

simulation.

Fig. 5.17 Cross section of aluminum deposition and etch
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Fig. 5.19 Mask for aluminum contact etch

Text Box 5.4 The Contents of Mask File diode2.msk

etch dry segm=1 alumin thick=0.5 
......... 
mask segm=3 thick=1. x1.from=2.26535 x1.to=2.73465 x2.from=7.26535 x2.to=7.73465  
etch segm=3 alumin avoidmask depth=0.5 
etch segm=3 photoresist all 
......... 
etch dry segm=84 alumin thick=0.5 

Fig. 5.18 After aluminum deposition (05_al_deposit.str)
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Process Simulation Code

export outf=diode.aps xpsize=0.001

Here diode.aps will be used as the input file of the device simulation. The

xpsize parameter is used for the mesh generation because the device simulator

does not allow mesh points to be located at the exact boundary between two

materials. Instead, two points on each side of the boundary are used; their spacing

(in um) is determined by xpsize.

Fig. 5.21 Net doping after aluminum etch (06_al_etch.str)

Fig. 5.20 After aluminum etch (06_al_etch.str)
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5.2.7 Contact Definitions

Contacts are defined with the help of the embedded Contact Designer applica-

tion. Contacts are defined by specifying x, y and z ranges as well as a contact

number. We note that the top contacts (anode) have 4 declarations sharing a

single number (#1); this means that these regions are electrically connected and

will all share the same boundary conditions in the device simulation. On the

other hand, the cathode contact (#2) at the bottom is declared only once since it

covers the entire bottom surface. Figure 5.22 shows the contact locations.

After the contacts are defined and saved, a new file named contact_3d.sol will be

created by ContactDesigner. This file is used by the default device simulation

template generated by the process simulation export; refer to Chap. 4 for details

on the interaction between device simulator and the process simulator.

5.2.8 Device Simulation of P-N Junction Diode

The exported file of the process simulation, diode.aps is the starting point of the device

simulation; refer to Chap. 4 for details on the interaction between device simulation

and process simulation. In this example, we will perform a simple simulation of diode

forward biasing. All 4 p-n junctions will be forward- biased simultaneously: the top

contacts are connected implicitly because they share the same contact number and thus

apply the same boundary condition.

Fig. 5.22 Contact locations in p-n junction diode
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5.2.9 Device Simulation Setup

The device simulation code in the default template (main_3d.sol) is shown below.

Device Simulation Code

$-------Part 1: Welcome to Apsys 3D ----------------------------------
begin
convention positive_current_flow=inward

$------- Part 2: Input statement ------------------------------
$------- load mesh from PROCESS SIMULATION output .aps file --------------
include file=zmesh.zst &&
ignore1=load_mesh ignore2=output ignore3=export_3dgeo

load_mesh mesh_inf=diode.aps  suprem_import=yes

$------- Part 3: Output statement -----------------------------
$------- You can change the name of output file for APSYS -----
output sol_outf=diode.out
$more_output impact_ionization=yes space_charge=yes

$------- Part 4: Load material and contact information ------
$ use contact designer program to define contact
include file=contact_3d.sol

$------- Part 5: Main scan command ----------------------------
newton_par damping_step=12. print_flag=3 res_tol=1.e-2 var_tol=1.e-2 &&
max_iter=60 opt_iter=30 change_variable=no mf_solver=3

equilibrium

scan var=voltage_1 value_to=  3.0 print_step=0.3 &&
init_step=0.5E-02 min_step=0.5E-05 max_step=0.2 

Note that commenting out a line in the device simulator ("$") is a little bit

different than in process simulator ("#"). Additionally, there is a restriction on the

number of characters per line so the "&&" sign is used to separate lengthy

statements into separate lines.

Most of the statements used in the template have already been explained in

Chap. 4. We will concentrate on explaining only the additional physical models and

bias commands of this example in this section. The additional physical models in

part 3 are also commented out at this time and will be omitted.

As used here, the convention statement merely restates that current flowing

into the device is positive. By default, the simulator treats current flowing out of the

device and into a contact as being positive.

The more_output statement instructs the solver to save additional physical

parameters not included in the default output. This can be used when the user is

interested in certain parameters like the space charge and carrier mobility.

In part 5 of the template, we find the statements used to apply bias to the device.

The starting point of any simulation is the equilibrium statement. This solves

the Poisson equation exclusively and sets the voltage at all electrodes to 0. At

thermal equilibrium, the net current is zero throughout the device so the current

continuity equations are not solved and the quasi-fermi levels for the electrons and

holes is flat. The default equilibrium temperature is set to 300 K but it can be
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adjusted with the temperature statement. Note that the equilibrium statement

can be re-issued to reset the simulation and start a new series of bias scans: this can

be useful when doing voltage sweeps for a family of I-V curves with different gate

bias voltages, as will be seen in a later chapter.

The statement scan is used by the main simulator engine to activate the

equation solver while one or more control variables are being changed (scanned).

Usually this means the device electrode is biased to a certain voltage to calculate the

electrical characteristics. For voltage/current control of the device simulators, the

convention is that if the bias on an electrode is not explicitly changed by a scan

statement, then the voltage value is implicitly forced to remain at its previous value.

Since it is impossible to simultaneously impose both a voltage and a current

boundary condition on an electrode, this means that electrodes under voltage

control have a current which will be determined by the software.

For example, if a device has three electrodes and only one of them (say electrode

number 3) is changed by a scan command. This means the other two (electrode

numbers 1 and 2) keep the same voltage but have changing current. This is one of

the key reasons why all simulations start with the equilibrium statement: it provides

an initial voltage and current value for all electrodes (0 V and 0 A). This initial

value is used as the starting guess of the solver when changing the scan variable.

In this particular diode example, the scan command controls voltage_1 (anode)

which means that the voltage on electrode #1 is being changed while the voltage on

electrode #2 stays at 0 V. Since both electrodes are under voltage control, the

current will then be determined by the solver.

We make a quick note that current control can only be used on an electrode

where a small current flow already exists. Since the initial guess to the Newton

solver is extrapolated from previous solutions, the value of dV=dI plays a role in the
numerical stability of the solver: small changes in the denominator of this deriva-

tive should produce only small changes in the numerator in order to get reliable

convergence.

The simulation program can use the scan command to vary many other control

variables such as the external circuit resistance and incident light power. It can also

control several variables at once: for example a transient simulation will control a

time variable and may also include a time-dependent bias such as a voltage pulse.

All scan commands progressively modify a variable from its initial value (i.e. the

final value of the previous scan) to its target value. This is not done in smooth

increments since it depends on the convergence of the non-linear Newton solver. In

general, since the scan procedure involves perturbing a known good solution,

smaller steps facilitate convergence and produce smoother output curves at the cost

of extra simulation time. The steps can be controlled by various parameters of the

scan command such as init_step, print_step and value_to, which are all

illustrated in Fig. 5.23.

The print_step parameter instructs the solver to print output data at regular

intervals and serves as a de facto limit on the maximum step size: an additional

constraint can be set with the max_step parameter to limit the solver step without

outputting data. The example of corresponds to the parameters init_step¼0.1,
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print_step¼0.5 and value_to¼1.5. The first data set is the output from the

equilibrium statement and the second data set is output when the first

print_step value is reached. If the print_step value is small enough, additional

data sets will be output before the end of the scan. Note that all scan statements

output data upon reaching their final value, no matter the value of print_step.

The min_step parameter determines a bias step which will cause the solver to

give up. This is used because in cases of non-convergence, the solver will attempt a

smaller bias step to try to recover the solution: a minimum value is required to

prevent the bias step from becoming infinitely small. Situations where this problem

occurs usually indicate a problem in the device setup, simulation parameters or

some other limitations of the program.

In addition to the bias step controls of the scan statement, the convergence of

the simulation is affected by the newton_par statement; each use of this statement

affects the scan statements which follow it. newton_par controls several aspects

of the non-linear Newton solver including:

• damping_step which limits the correction vector length: smaller values nor-

mally yield slower but more reliable convergence. Larger values can cause

oscillations in the solution guess.

• res_tol is the tolerance or lower limit of the Newton residuals beyond which

the solution is considered converged: the larger the value, the easier it is to

converge. But this will sacrifice the accuracy. Increased tolerance can also affect

the quality of the extrapolated guess for the next bias step so it is sometimes

counter-productive to use a larger value.

Fig. 5.23 Relationship between initial step, print step and value to
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• var_tol is the tolerance or lower limit of the variable change between Newton

iterations: smaller values indicate a stable solution. Typically, the convergence

criterion of the Newton solver is that the solution be both stable and accurate:

i.e. both res_tol and var_tol are lower than the specified values.

• max_iter is the maximum number of nonlinear iterations. If the required

number of iterations is greater than this value, the solution is not found and

the program will automatically reduce the bias step and start the nonlinear

iteration again.

• opt_iter is an estimate of the optimal number of nonlinear iterations. The

program adjusts its bias step by comparing the actual number of iterations

needed to converge with this target value. Exceeding the threshold reduces

the size of the next bias step and faster convergence is rewarded with a larger

step size.

• stop_iter is an iteration number where the solver can make a decision to

prematurely stop the non-linear iterations. It makes this decision based on the

general trend of the Newton residual and the stability of the solution guess.

• change_variable is used to change the variables of the device simulator

from the quasi-Fermi levels to the carrier densities. For many devices, minority

carrier Fermi level fluctuation in some areas with low current can cause con-

vergence problems; using the carrier densities directly reduces the effects

of those fluctuations and improves the convergence. It is difficult to determine

in advance which devices require this approach but some examples include

buried heterostructure lasers with strong current blocking layers, JFET’s and

CCD’s.

• mf_solver is a linear solver flag related to the multi-frontal sparse matrix

solver. The default value is 3 which calls a parallel algorithm well suited to

modern multi-core CPUs. A value of 4 calls a GPU-accelerated solver which

scales better for larger 3D cases than “3”; however, it is slower for smaller cases

due to the extra parallelization overhead.

• print_flag parameter controls how much information is printed during pro-

gram execution.

5.2.10 Forward Bias Simulation Results

Figure 5.24 shows the I-V curve under forward biasing for this diode example.

Band diagrams can be plotted by selecting a 1D cut in the plotting GUI

(Fig. 5.25). Figure 5.26 illustrates the location of band diagram cut line chosen

from one of the top contacts, about 1 um is shown. Plotting the band diagram at

various bias steps shows the ohmic boundary and a reduction in the electrostatic

potential barrier at the junction with increasing anode voltage bias, as is illustrated

in Fig. 5.26.

Note that at equilibrium, the Fermi level is very close to the valance band in the

p-type region, indicating a high concentration of p-type dopants. The Fermi level is
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very close to the conduction band in the n region and even higher than that in the n+

region, indicating a very high doping concentration at the n+ region to make a good

ohmic contact.

At equilibrium, the net current flow at the junction is zero. Drift current (caused

by the electric field from space charge) is equal in magnitude and cancels out the

Fig. 5.24 Forward I-V curve of 3D diode simulation

Fig. 5.25 The cut line location for band diagram plots
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diffusion current (caused by the concentration gradient at the junction) [61].

For electrons, this means:

Jn ¼ JnðdriftÞ þ JnðdiffusionÞ (5.5)

¼ qmnneþ qDn
dn

dx
(5.6)

¼ mnn
dEF

dx
¼ 0 (5.7)

Where e is the electric field in the x-direction.

e ¼ 1

q

dEi

dx
(5.8)

And from Einstein relation [61]:

Dn ¼ kT
mn
q

(5.9)

With positive bias on the anode terminal (the 4 cylindrical aluminum contacts on

top), the p-n junctions are forward biased, meaning the electron potential barrier at

the junction is lowered by the forward voltage Vf from the equilibrium build-in

potential Vo to the smaller value Vo – Vf [62]. Forward bias increases the probability
that a carrier can diffuse across the junction by the factor of expðqVf=KTÞ Diffuse
current dominates the total current and we will start to see the large current flow

from anode to cathode.

In Fig. 5.26, the separation of the energy bands is a direct function of the

electrostatic potential barrier at the junction [62]. Shifting of the energy bands

Fig. 5.26 Simulated band diagram of forward-biased diode (a)–(d)
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under bias implies a separation of the Fermi levels on either side of the junctions.

Under forward bias, the Fermi level on the n side EFn is above EFp by the

energy qVf.

5.2.11 Simulation Data

Table 5.4 gives the simulation data for the more complex p-n junction diode.

Full 3D requires significant more time than quasi 3D. A GPU-accelerated simula-

tion is used to speed up the full 3D simulation.

Table 5.4 Simulation data for p-n junction diode

Process simulation Device simulation Total mesh count

Total number

of planes

P-N junction diode Quasi 3D: 37 min 100 min 92,522 84

Full3D (GPU): 2.5 h

Computer Configuration: HP desktop with Intel i7-860/6G/1T/NVIDIA GeForce GTX260/Win7
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Chapter 6

MOSFET/CMOS Technology

6.1 3D Long Channel n-Type MOSFET Simulation

In this chapter, we will first simulate a very simple 3D device. A long channel

n-type MOSFET (NMOS) is the simplest 3D simulation case for unipolar devices,

as it is merely an extension of a 2D simulation. There is no variation along the

z direction so only two planes are needed to perform a 3D simulation. The mask

layout is fairly simple and a quasi-3D simulation is used. The process steps used in

this example is based on the original Stanford SUPREM-IV.GS example 5 with

minor modifications.

Note that due to symmetrical nature of MOSFET, we will first simulate half

of the structure and use the mirror statement to complete the MOS structure. So

unlike previous examples, the layout of this device represents half of the complete

structure. The mask layers and MOSFET cross-section are shown in Fig. 6.1.

6.1.1 Overview of Simulation Steps

The first stage of simulation is the process simulation where we create the structure

of the long channel MOSFET. This is followed by the contact definitions and

electrical device simulation. An overview of the simulation steps is presented in

Table 6.1.

6.1.2 Process Simulation of Long Channel MOSFET

Like in the previous chapter, the process simulation code will be divided into

separate parts for clarification purpose. Most of the statements in the process

simulation code will be explained in detail. Since Stanford’s SUPREM-IV.GS is

S. Li and Y. Fu, 3D TCAD Simulation for Semiconductor Processes, Devices
and Optoelectronics, DOI 10.1007/978-1-4614-0481-1_6,
# Springer Science+Business Media, LLC 2012
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Fig. 6.1 Mask layout (half) and 2D view of the long channel MOSFET

Table 6.1 Overview of simulation steps for long channel MOSFET

Long channel MOSFET Process simulation steps

Step 1: Initial substrate

Step 2: Gate oxide deposition

Step 3: Threshold voltage adjustment implant and gate poly

Step 4: LDD implant and nitride spacer

Step 5: Source/drain implant

(continued)
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Table 6.1 (continued)

Long channel MOSFET Process simulation steps

Step 6: Mirror structure and export to the device simulator

Long channel MOSFET Contact definitions for device simulation

Step 7: Contact definitions for device simulation

Long channel MOSFET Device simulation

Step 8: Device simulation of threshold voltage

Step 9: Tuning material parameters

Step 10: ID-VD family of curves

Step 11: Band diagram simulation

Step 12: MOS capacitor simulation
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the original source for several commercially available simulators, the SUPREM

statements used here are very similar to other simulators. Users of other simulators

should consult their user manuals to find equivalent commands.

6.1.3 Initial Substrate

The initial substrate will be defined in this section.

Process Simulation Code

# 3D mode
mode quasi3d
3d_mesh infile=geo
init boron concentration=1.0e16 orient=100
structure outf=01_sub.str

First, in the mode statement, a quasi 3D model is chosen over full 3D to reduce

simulation time. Since there is no variation in the z direction, this example could

also have been done in 2D without any meaningful loss of information.

The 3d_mesh statement is used to load commands contained in a number of

input decks representing mesh lines for different planes. The infile parameter is

the mesh command file name base: this is usually “geo” as files named geo*.in are

automatically generated by the MaskEditor GUI program. Text Box 6.1 shows the

content of geo1.in: for more information about geo files, please refer to Chap. 4.

The default settings of 3d_mesh will also load the zmesh.zst file which specifies

locations of all the mesh planes.

The init statement instructs the simulator the substrate will be p-type silicon

with a boron concentration of 1E + 16 cm�3. The crystal orientation is chosen to be

[100] because this results in fewer surface imperfections and better quality Si/SiO2

interfaces [53].

The structure outf¼01_sub.str will save the initialized structure to the

working directory with file name of 01_sub. Figure 6.2 is the substrate of the long

channel MOSFET. Note that the structure here is not proportionally scaled for

better view.

6.1.4 Gate Oxide Deposition

In this section, gate oxide is deposited to the silicon surface.

Process Simulation Code

#deposit the gate oxide
deposit oxide thick=0.025
structure outf=02_gateoxide.str
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Fig. 6.2 Substrate of the long channel MOSFET (01_sub.str)

Text Box 6.1 The Content of geo File geo1.in

line x loc=0.0 tag=lft spacing=0.03
line x loc=0.4         spacing=0.01
line x loc=0.45        spacing=0.01
line x loc=0.55        spacing=0.01
line x loc=0.75        spacing=0.01
line x loc=1.0        spacing=0.03
line x loc=1.4         spacing=0.03
line x loc=1.5 tag=rht spacing=0.03

line y loc=0.0 tag=top spacing=0.01
line y loc=0.1 spacing=0.01
line y loc=0.25         spacing=0.01
line y loc=3.0 tag=bot   spacing=0.05

elimin x.dir xlo=0 xhi=1.5 ylo=0.25 yhi=3 ntimes=4
elimin y.dir xlo=0 xhi=1.5 ylo=0.25 yhi=3 ntimes=2
elimin y.dir xlo=0. xhi=0.4 ylo=0 yhi=0.25 ntimes=2
elimin y.dir xlo=1.0 xhi=1.5 ylo=0 yhi=0.25 ntimes=2
elimin x.dir xlo=0. xhi=0.4 ylo=0 yhi=0.25 ntimes=2
elimin x.dir xlo=1.0 xhi=1.5 ylo=0 yhi=0.25 ntimes=2

region silicon xlo=lft xhi=rht ylo=top yhi=bot
bound exposed xlo=lft xhi=rht ylo=top yhi=top
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The deposit statement deposits 250 Å (0.025 um) of gate oxide. This oxide is

deposited rather than thermally grown to simplify the MOSFET processes for

demonstration purposes: thermally grown oxide will shift the silicon surface and

make subsequent process steps more complicated. Several examples in this book

use this simplification. Note that parameters relating to the quality of the oxide and

the Si/SiO2 (traps, fixed charges, etc.) are defined during the device simulation stage

and are ignored during process simulation Fig. 6.3 is the simulation result of

deposited gate oxide.

6.1.5 Threshold Voltage Adjustment Implant and Gate
Poly Define

In this section, an implantation process is used to adjust the threshold voltage (Vth).

This is followed by gate polysilicon (poly) deposition over the entire wafer surface

with LPCVD and in-situ doping with phosphorous.

Process Simulation Code

#channel implant
implant boron dose=1.0e12 energy=15.0
structure outf=03_channelimplant.str

The implant statement will perform boron implantation with a dose of

1E + 12 cm�2 and energy of 15 keV. This is used to adjust the threshold voltage

Fig. 6.3 Deposited gate oxide (02_gateoxide.str)
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by introducing precise quantities of impurities [62]. Vth adjustment step is important

because existing process steps such as well implant may not be adequate to precisely

control threshold voltage.

Process Simulation Code

#deposit the gate poly
deposit poly thick=0.500 meshlayer=10 phosphorus conc=1.0e19
structure outf=04_polydeposit.str

#anneal the device 
diff time=10 temp=1000
structure outf=05_polyanneal.str

#etch the poly away
include file=mos2.msk
structure outf=06_polyetch.str

#anneal this step
diffuse time=30.0 temp=950
structure outf=07_polydiff.str

The deposit statement specifies a gate poly thickness of 0.5 um. The

meshlayer parameter specifies the number of horizontal mesh lines used in this

new layer: the vertical mesh lines are inherited from the previous process steps.

The polysilicon is in-situ doped with phosphorus at a doping concentration of

1E + 19 cm�3. The diff(short for diffuse) statement then anneals the gate at a

constant temperature of 1,000�C for 10 min.

The include statement reads in mask commands from the MaskEditor GUI

and etch away the poly. The content of mos2.msk file is shown in Text Box 6.2.

Note that since we are exploiting symmetry to save on computation time, only half

of the device is modeled at this stage. This means we only need to etch away the

polysilicon for x > 0.55.

After poly etching, the device is annealed again (diffuse statement) at 950�C
for 30min. Note that instead of a constant temperature anneal, a more realistic Rapid

Thermal Annealing (RTA) process could also be used. This method involves rapidly

ramping up and down the temperature to create spikes and plateaus Fig. 6.4

illustrates the simulation results after poly etch and anneal.

Text Box 6.2 Content of mos2.Msk

mask segm=1 thick=1. x1.from=0. x1.to=0.55
etch segm=1 poly avoidmask depth=0.5
etch segm=1 photoresist all

mask segm=2 thick=1. x1.from=0. x1.to=0.55
etch segm=2 poly avoidmask depth=0.5
etch segm=2 photoresist all
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6.1.6 LDD Implant and Nitride Spacer Etch

In this section a Lightly Doped Drain (LDD) is created through implantation.

LDD implant is usually performed before nitride (or oxide) spacer step. Device

scaling has caused electric field to rise near the drain region. This high field can

bring the so called “hot electron” problems. Hot electrons or hot holes are high

energy carriers. These carriers can gain sufficient energy to surmount large energy

barriers between Si conduction band and SiO2 conduction band [53]. The result can

be carriers injected into gate dielectrics, become trapped and eventually cause

device reliability problems such as Time Dependent Dielectric Breakdown

(TDDB).

LDD is created to cope with this problem. By introducing a graded doping

profile (N+/N�/P), that allows drain voltage to drop over a large distance. In

comparison with abrupt junction (N+/P), the graded doping profile reduces peak

value of the electric field near the drain.

LDD usually has a shallower junction than source/drain implant; this is desired

because a shallower junction can minimize the short channel effect.

In preparation for the source/drain implant of the next step, we also deposit and

etch a nitride spacer and grow a thin screening oxide layer.

Process Simulation Code

#do the phosphorus LDD implant
implant phosphorus dose=1.0e13 energy=50.0
structure outfile=08_ldd_imp.str

The LDD implantation process uses phosphorus with a dose of 1E + 13 cm�2

and ion energy of 50 keV.

Fig. 6.4 After poly etch and poly anneal (07_polydiff.str)
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Process Simulation Code

#deposit the nitride spacer
deposit nitride thick=0.300 space=0.01

#etch the spacer back
etch dry nitride thick=0.30 
structure outf=09_spacer.str

#after etch anneal
method vert fermi grid.ox=0.05 
method no.triangle.flip=true
diffuse time=30 temp=950 flow=t O2=1
structure outf=10_dryo2_diff.str

The deposit command is used to create a layer of nitride 0.3 um thick. The

space parameter can be used to control and smooth out the mesh on the curved

surface of the nitride: this will affect the shape of the sidewall that will be left by the

etching step that follows.

The etch command removes the nitride to a thickness of 0.3 um. Because dry

etch is anisotropic, no lateral etch is performed and a sidewall will be left behind; its

width will depend on the thickness of the original nitride layer.

The fermi parameter in the method command indicates that the defects are

assumed to be a function of the fermi level only. The vertical model indicates

that the oxide growth is entirely vertical. grid.ox is the desired spacing (in

microns) between the grid points that will be added to the growing oxide layer. It

is analogous to the meshlayer parameter of the deposit command and will

affect the time steps.

method no.triangle.flip¼true. This statement determines whether it is

necessary to flip mesh triangles during the oxide growth. The flip check improves

the quality of the mesh but can significantly increase the computation time. This

setting disables the flip check.

The diffuse statement instructs the process simulator to do a 30 min, 950�C
oxidation where the oxygen flow rate is defined. The flow.control option

allows the user to set up the flow amount of different gas species that are present

in the furnace during diffusion. Its default value is false but when set to true, the

user can set up the flow rate of the following gas/stream species:

• H2: the flow rate of hydrogen

• O2: the flow rate of oxygen

• steam: the flow rate of H2O

• HCL: the flow rate of HCL

• other: the flow rate of other user-defined species

The default value of these parameters is 0. The partial pressure of each species is

calculated automatically using its flow rate and the total furnace pressure. The units

of the flow rates are arbitrary since only the ratio is used to compute the partial

pressure based on the total pressure. The program converts the flow rate of H2 and

O2 into steam automatically (if applicable) which enables simultaneous dry and wet

oxidations. Figure 6.5 shows the net doping after LDD and spacer etch anneal.
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6.1.7 Source/Drain Implant

In this section, we perform n + implant for source/drain region.

Process Simulation Code

#implant the arsenic
implant arsenic dose=5.0e15 energy=80.0

#do the final anneal
diffuse time=20 temp=950
structure outf=11_sd.str

A blanket implant of arsenic is used to form the source/drain n+ region. The

exposed gate poly is also doped in this step. Since arsenic is a heavier atom than

phosphorus, arsenic implant can create a shallower junction, which is desired in

modern technology.

Note that we use a “screening” oxide before source/drain implant. This is to

prevent the channeling effect where ions oriented along certain crystal directions

travel much further than intended [53]. An amorphous region such as oxide or a

region damaged by heavy ion implantation can reduce this effect by introducing

extra random collisions.

Another diffuse step is used to anneal the implanted arsenic with a 950�C
furnace temperature for 20 min. Twenty minutes is reasonable here only because

this is a long channel MOSFET. It would not be recommended for short channel

MOSFET or CMOS technology as it would likely exceed the thermal budget for

this step (Fig. 6.6).

Fig. 6.5 After spacer etch anneal (10_dryo2_diff.str)
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6.1.8 Mirror Structure and Export to the Device Simulator

For all the process steps used until now, we have exploited the symmetry of the

design to save on computation time. While the structure itself is symmetric, the

voltage that will be applied on the source and drain contacts will be different. This

will break the symmetry for the device simulation so we need to recover the full

structure before exporting the structure to the device simulator.

Before the export though, we also need to remove the leftover oxide over the

n+ source/drain to make the contact area.

Process Simulation Code

#make the contact hole
etch oxide right p1.x=0.85 

#reflect the structure
structure mirror left
structure outf=12_sup.str

The etch oxide command is used to remove all oxide to the right of a certain

point. The left/right distinction can be confusing when visualizing in 3D like the

figures in this chapter. It is easier to imagine things using a 2D x�y cut so right

p1.x¼0.85 means x > 0.85.

The structure command is used twice to generate the full structure and remove

the symmetry we previously relied on. The first call uses the mirror option to create

a mirror image of the structure to the left (x < 0 in the original coordinates). The

second call to this command exports the full structure to a file so it can be visualized.

Process Simulation Code

#export to APSYS
export outf=sup.aps xpsize=0.001

Fig. 6.6 After source/drain implant (11_sd.str)
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Finally, the device is exported for device simulation. The original process

simulator mesh is used for the most part but points on material boundaries are

duplicated and separated by a small gap controlled by the parameter xpsize. This

is done to satisfy the convention used by the device simulator that mesh points must

belong to only one type of material.

Figure 6.7 shows the final net doping chart. In the next section, we will continue

to the device simulation.

6.1.9 Contact Definitions

The process simulation is now complete but contact regions must now be defined. This

does not refer to metal or heavily-doped layers created during the process simulation

but to equipotential boundary conditions used for device simulation. Using

ContactDesigner, three contacts are defined, namely the source, gate and drain. Note

that substrate contact can also be defined if the design calls for it. Please refer to

previous chapters for details on how to define contacts using ContactDesigner.

Before we move on to device simulation code, we need to learn more about the

file contact_3d.sol. From previous chapters we already know that this file is created

by ContactDesigner, and should be included in the device simulator.sol file. The

reader may be wondering what is included in the contact_3d.sol file. Text Box 6.3

shows the content of this file.

In the contact_3d.sol file, all materials used for simulation are loaded. Since each

segment may have different materials to load, and to make the code more compact,

loop function (start_loop..end_loop) can be used as well. The material is first

mapped from process simulation to device simulation and then loaded in each segment.

Contacts are defined segment by segment. Normally, the user doesn’t need to change

the content of this file; the modification of this file is reserved for advanced users.

Fig. 6.7 Net doping chart of the long channel MOSFET
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begin_zmater and end_zmater. All the material and contact definitions for

each segment/plane should be within these statements.

load_macro activates a group of statements used to describe the properties of a

given material. It associates a given material number with an entry in the material

database. Material properties are then evaluated based on the supplied parameters

and certain reserved keywords. In this case, a total of 4 types of material are loaded

with material name and material number.

define_material statement used when a material number is re-used between

z-segments. The first z-segment where this material occurs must use load_macro

to load the macro parameters. The other z-segments use define_material to

indicate load_macro has already been used.

SUPREM_contact is used to define electrodes on themesh imported fromprocess

simulation, num statement allows user to specify the contact material number defined

above. xrange and yrange is used to define the geometrical location of the contact.

side is used to specify whether the upper, lower or inside of the material should be

defined as contact. As an example, for source and drain, since the contact is placed on

top of silicon surface, upper side is chosen. For polysilicon gate, the contact can also be

defined as within the material itself. In this example, source contact is contact #1, gate

contact is set to be contact #2 and drain contact is contact #3.

The contact statement defines the properties of an equipotential region belong-

ing to an electrode or metal contact. It does not define any other properties associated

with a metal contact such as optical absorption: this can be handled by using real

metal layers in the device or other statements relevant to a particular model.

For ohmic contacts, the simulation program must determine a built-in voltage

based on the flat band condition of semiconductor material in contact with the

electrode. Therefore, the program will get confused if an ohmic contact is in contact

with more than one semiconductor materials. In such a case, a solution is to use the

Fig. 6.8 Contact definitions for the long channel MOSFET
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Text Box 6.3 Content of contact_3d.sol File

suprem_to_APSYS_material suprem_mater=3 APSYS_mater=1
suprem_to_APSYS_material suprem_mater=1 APSYS_mater=2
suprem_to_APSYS_material suprem_mater=4 APSYS_mater=3
suprem_to_APSYS_material suprem_mater=2 APSYS_mater=4

begin_zmater zseg_num=1
suprem_property user_material_mapping = yes

load_macro name= si mater= 1
load_macro name= sio2 mater= 2
load_macro name= poly mater= 3
load_macro name= sin mater= 4

suprem_contact num=1 xrange=(-1.500000 -1.000000)  yrange=(-0.100000 &&
0.100000) touch_mater=1 side=upper
suprem_contact num=2 xrange=(-0.250000 0.250000)  yrange=(0.520000 0.530000) &&
touch_mater=3 side=upper
suprem_contact num=3 xrange=(1.000000 1.500000)  yrange=(-0.100000 0.100000) &&
touch_mater=1 side=upper

contact num=1
contact num=2
contact num=3
end_zmater

begin_zmater  zseg_num=2
suprem_property user_material_mapping = yes

load_macro name= si mater= 1
load_macro name= sio2 mater= 2
load_macro name= poly mater= 3
load_macro name= sin mater= 4

define_material mater=1
define_material mater=2
define_material mater=3
define_material mater=4

suprem_contact num=1 xrange=(-1.500000 -1.000000)  yrange=(-0.100000 &&
0.100000) touch_mater=1 side=upper
suprem_contact num=2 xrange=(-0.250000 0.250000)  yrange=(0.520000 0.530000) &&
touch_mater=3 side=upper
suprem_contact num=3 xrange=(1.000000 1.500000)  yrange=(-0.100000 0.100000) &&
touch_mater=1 side=upper

contact num=1
contact num=2
contact num=3
end_zmater
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parameters started with “touch_” to force the electrode to use the properties of a

specific semiconductor.

In thermal simulations, additional parameters should be turned on for the con-

tact statement, in order to guarantee that the correct thermal boundary conditions

are applied to the simulation. See the self-heating example in Sect. 7.3.15. The

default value (a 300 K heat sink) may not always correspond to the desired settings.

6.1.10 Device Simulation of Threshold Voltage

In this example, we will simulate the threshold voltage (Vth) and use the plotting

tool to automatically extract the Vth.

Device Simulation Code

$-------Part 1: Welcome to Apsys 3D ----------------------------------
begin
convention positive_current_flow=inward

$------- Part 2: Input statement ------------------------------
include file=zmesh.zst &&
ignore1=load_mesh ignore2=output ignore3=export_3dgeo

load_mesh mesh_inf=sup.aps  suprem_import=yes

$------- Part 3: Output statement, additional physics & alias----
output sol_outf=Vth.out
mobility_xy mater=1 &&
elec_field_model=lombardi  hole_field_model=lombardi

material mater=1 &&
el_vel_model=[beta]  hole_vel_model=[beta]

define_alias alias=%Vg name=voltage_2
define_alias alias=%Vd name=voltage_3
define_alias alias=%Id name=current_3

$------- Part 4: Load material and contact information ------
include file=contact_3d.sol

$------- Part 5: Main scan command ----------------------------
newton_par damping_step=5. max_iter=100 print_flag=3

equilibrium

newton_par damping_step=12. print_flag=3 res_tol=1.e-1 var_tol=1.e-1 &&
max_iter=20 opt_iter=15 stop_iter=12

scan var=voltage_3 value_to=0.1 init_step=0.001 max_step=0.02 
min_step=1.e-9

scan var=voltage_2 value_to=1.5 init_step=0.01 max_step=0.01 min_step=1.e-9
stop

The mobility_xy command is used to create to an anisotropic mobility model

for the carriers. Here, we define a vertical field-dependent mobility for the

MOSFET channel. For more information about mobility models, including the

Lombardi model, please refer to the previous chapters.
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The define_alias commands allow user to define user-friendly names for

electrode currents and voltages rather than relying on the contact numbers used

internally by the device simulator.

The last part of device simulator .sol file defines the scan parameters and settings

for the non-linear Newton solver; refer to the previous chapters for help on how to

setup these values. We remind the reader that the equilibrium statement sets the

initial state of the simulation: zero net current and zero voltage on all the contacts.

This must be issued before any scan command alters the bias on a contact.

In this example, the voltage on contact #3, or the drain is ramped up to 0.1 V

after equilibrium, this is followed by applying a 1.5 V on contact #2, or the gate

terminal. The ID-VG curve will be plotted after the simulation is done.

The plotting GUI used to plot output curves, can automatically extract the

threshold voltage from a MOSFET. In this example, the threshold voltage is

extracted to be about 0.75 V. While there are different ways to extract threshold

voltage, here we adopt the peak Gm (peak transconductance) method:

1. Plot ID-VG at low VD (say 0.1 volt)

2. Plot the slope of ID-VG to get conductance curve.

3. Select VG at maximum conductance (or slope) and obtain the (Vg_max_slope,

Id_max_slope) point on the ID-VG curve.

4. Draw a tangent line through (Vg_max_slope, Id_max_slope) and let it

intercept voltage axis of the ID-VG plot. This intercept is defined as Vth.

Figure 6.9 is the threshold extraction of the NMOS example as well as 2D cut of

the structure with net doping shown.

Note that in theory, the threshold voltage is calculated using the formula below [62]:

VT ¼ fms �
Qi

Ci
� Qd

Ci
þ 2ff (6.1)

where Qi is the interface charge, Qd is the depletion charge, fms is the work

function potential difference between gate and semiconductor:

fms ¼ fm � fs (6.2)

Fig. 6.9 Threshold voltage extraction and device 2D cut showing net doping chart
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ff is the Fermi level:

ff ¼
kT

q
ln

NA

ni

� �
(6.3)

In industry, several practical methods are adopted; the peak Gm method used in

this example is only one of them. Different extraction methods will yield different

Vth results [64]. Sometimes threshold voltage can even be extracted by a predefined

drain current and corresponding gate voltage is defined as threshold voltage.

Interested reader can refer to the literature [64] for more information.

In terms of device design, the most important parameters that govern the

threshold voltage are:

• Gate oxide thickness, which is usually not easy to modify once a particular

technology, has been chosen. The thicker the gate oxide, the higher the threshold

voltage. In today’s technology scaling, thinner gate oxide is desired. Unfortu-

nately, thinner gate oxide also brings larger gate leakage current. To cope with

this problem, high-k materials are widely used for advanced CMOS

technologies. High-k means higher dielectric constant, which can yield the

same gate capacitance with thicker dielectric.

• Doping concentration underneath the gate oxide. The doping concentration

plays a major role and is usually the easiest parameter to alter to achieve the

desired threshold voltage. Threshold voltage adjustment steps, which exist in

many technologies, allow engineers to fine tune the channel doping.

• Interface charges. This is the most difficult aspect to control in practice. Many

efforts have been made to reduce the influence of these charges, but they remain

unpredictable.

6.1.11 Tuning Material Parameters

TCAD engineers often need to calibrate some specific parameters to accurately

predict the real process. This can be because the physical models have some

simplifications or assumptions that prevent an accurate reflection of the real

world. It can also be because of variations in the test results from fab to fab,

wafer to wafer and even from die to die.

One of such parameters that engineers frequently tune is the segregation coeffi-

cient. The segregation phenomenon, put simply, is a physical preference of dopants

for either oxide or silicon. The segregation coefficient is defined as [65]:

m ¼ equi: conc: in Si

equi: conc: in SiO2

(6.4)
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For Boron, m is less than 1. The silicon surface is depleted of boron as boron atoms

segregate preferentially into the oxide. For phosphorus and arsenic,m is greater than 1,

which will cause dopant atoms to “pile up” at the surface of the silicon substrate [65].

Here we will show how to tune the segregation coefficient in SUPREM. We will

choose boron as an example for the long channel MOSFET. The default values of

segregation coefficients for boron are listed in the code below.

Process Simulation Code

boron silicon /oxide Seg.0=1126.0 Seg.E=0.91 Trn.E=0.0

The segregation model is computed using the following model [9]:

Jseg
�! � n!¼ Tr C1 � C2

M12

� �
(6.5)

where Jseg
�! � n! is the normal flux of dopants flowing from material 1 to material

2 across the interface. C1 and C2 are the concentrations in material 1 and 2 respec-

tively. Tr is the transport velocity which takes into account the rate of dopants

crossing the interface.M12 is the segregation term taking into account the variation

of the threshold solubility of dopants in the two neighboring materials. For each

diffusing dopant A, we have:

M12 ¼ TS1ðAÞ
TS2ðAÞ (6.6)

where TS1ðAÞ is the threshold solubility of the dopant A in material 1. TS2ðAÞ is the
threshold solubility of the dopant A in material 2. M12 and Tr are calculated using a

standard Arrhenius relationship. The process simulator allows the user to set these

parameters using impurity name as command with its parameters Seg.0, Seg.E,

Trn.0, and Trn.E. The meanings of these parameters are listed below [9]. The

materials are ordered as: the first material in the command ismaterial 1 and the second

material is the material 2. The two materials should be separated by forward slash.

• Seg.0 Pre-exponential constant for segregation

• Seg.E Activation energy for segregation

• Trn.0 Pre-exponential constant for transport

• Trn.E Activation energy for transport

Two cases are compared, one with the default setting (Seg.E¼0.91), the other

with the modified setting (Seg.E¼0.7). All other parameters stay the same, and

the modification is just for boron. This change shifts the threshold voltage by 0.2 V

because with Seg.E¼0.7, more boron resides in silicon than the default case.

Figure 6.10 illustrates the simulation result.
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6.1.12 ID-VD Family of Curves

Shown in Fig. 6.11 is the ID-VD family of curves with impact ionization parameter

turned off. A typical MOSFET has three regions of operation: linear, saturation and

breakdown. Breakdown region is not shown here. In semiconductor theory and

compact modeling, the drain current ID is calculated using the following formula,

which includes both linear and saturation regions [62].

ID¼mnZCi

L
VG�VFB�2’f �

1

2
VD

� �
VD�2

3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2EjsqNa

p
Ci

VDþ2’f

� 	3
2� 2’f

� 	3
2

� �
 �
(6.7)

where VFB is the flat band voltage, which is the gate voltage required to compensate

for work function differences between the gate and substrate, and for any electrical

charges that may be present in the gate oxide [53].

VFB ¼ Fms � Qi

Ci
(6.8)

From the equations above, we can see that drain current is a function of both

drain voltage VD and gate voltage VG.

Fig. 6.10 Comparison of threshold voltage for segregation parameter calibration
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6.1.13 Band Diagram Simulation

Band diagram of the device is illustrated with 1D cut. Figure 6.12 is the band

diagrams view along the channel at equilibrium and VD ¼ 2 V (the cut is close to

the surface at y ¼ �0.01 um).

6.1.14 MOS Capacitor Simulation

With some modification to the process simulation and device simulation, we can

further simplify the structure to simulate the MOS Capacitance C-V characteristics

as shown in Fig. 6.13. We leave it as an exercise to the reader to modify the process

simulation to change the structure from a MOSFET to a three layered (poly-oxide-

silicon) MOS capacitor.

The gate is biased from�1.5 to 1.5 V while the body/substrate is grounded. Note

that the body p-type body doping has been changed to 1E + 16 cm�3. The Cgb vs.

bias curve is plotted in Fig. 6.13. For both high frequency (1 MHz) and low

frequency (1 Hz) simulation, the MOS cap C-V curve illustrates the typical

characteristics found in many semiconductor textbooks such as Sze [61].

Fig. 6.11 ID-VD curves for long channel MOSFET
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6.1.15 Simulation Data

Table 6.2 gives the simulation data for the long channel MOSFET.

6.2 CMOS Technology Process Flow

CMOS (Complimentary Metal Oxide Semiconductor) technology is the backbone

of today’s integrated circuit industry. Both n-type and p-type MOSFETs are used to

realize logic functions. In comparison with transistor-transistor logic (TTL) built by

Fig. 6.12 Band-diagrams at equilibrium and at VD ¼ 2 V (surface cut @ y ¼ �0.01 um)

Table 6.2 Simulation data for long channel MOSFET

Process

simulation

Device simulation

(VD ¼ 2 V)

Total mesh

count

Total number of

planes

Long channel MOSFET 3 min 2 min 7,634 2

Computer configuration: HP desktop with Intel i7-860/6G/1T/NVIDIA GeForce GTX260/Win7

Fig. 6.13 MOS CAP simulation structure and simulation result
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BJTs, CMOS has much less power dissipation due to insulated gate control [66].

This section will run a process simulation to create a structure similar to a typical

CMOS inverter circuit such as the one shown in Fig. 6.14.

In this section, a CMOS technology process simulation is carried out according

to the process steps found in Plummer’s book [53]. The mask layout shown in

Fig. 6.15 incorporates the important mask steps of CMOS technology process. STI

(Shallow Trench Isolation) mask layer is used instead of active layer (device area

outside STI). The following section will show a simplified 3D process simulation

for CMOS process flow based on the layout information. Both FEOL (Front End of

the Line) and BEOL (Back End of the Line) are included in this simulation.

Fig. 6.14 A simple CMOS

inverter circuit

Fig. 6.15 Mask layout of CMOS Inverter
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The parameters chosen and process conditions are arbitrary, and do not reflect any

real processes. Users can use these settings as a starting point for their 3D process

simulations.

In this example, both NMOS and PMOS are simulated. The technology node is

still in the long channel regime, meaning that short channel and quantum effects are

not considered. Both p-type and n-type devices are surrounded by the STI region.

Poly gate contacts are over the STI to prevent the possible damage to the channel

region when forming contacts on poly.

6.2.1 Overview of Simulation Steps

This example will deal exclusively with the process simulation for CMOS technol-

ogy. Contact definitions and device simulation will not be performed. Table 6.3 is

the overview of simulation steps for CMOS technology.

6.2.2 Substrate and Initialization

The substrate is chosen according to different applications. Major considerations

include wafer type (bulk or SOI), substrate type, resistivity and orientation [53].

SOI (silicon on insulator) wafers will be considerably more expensive than bulk

wafers. For modern CMOS technologies, a p-type substrate is usually chosen with

twin well implant. While it’s true that NMOS can be built without introducing

p well, in practice, it is always easier for process control to build NMOS within a

p well [53]. Like always, the process file will be divided into several parts for

explanation.

Process Simulation Code

mater_define material_label=BPSG macro_name=BPSG
mater_define material_label=W macro_name=W
mater_define material_label=TiN macro_name=TiN

mode quasi3d
3d_mesh infile=geo

# p substrate
initial boron conc=1.0e15 orient=100   
structure outf=01_sub.str

mater_define is used to introduce user-defined materials to the process

simulation. In this example, BPSG, Tungsten (W) and TiN are defined for use in

the backend process. BPSG is used for the ILD (interlayer dielectric) while Tungsten

and TiN are used for the contacts and vias. Additionally, a link is made between
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Table 6.3 Overview of simulation steps for CMOS technology

CMOS technology Process simulation steps

Step 1: Substrate and initialization

Step 2: STI pad oxide and nitride formation

Step 3: STI plasma etch

Step 4: STI liner oxide growth

Step 5: STI oxide fill

Step 6: Chemical mechanical polish (CMP) and chemical strip of

nitride

Step 7: P well and n well implant

(continued)
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Table 6.3 (continued)

CMOS technology Process simulation steps

Step 8: Threshold voltage (Vth) adjustment steps

Step 9: Gate oxide growth and gate poly deposition

Step 10: Lightly Doped Drain (LDD) implant

Step 11: Nitride spacer

Step 12: Drain and source implant

Step 13: Contacts placement

Step 14: Metal layer placement
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these user-defined materials and the material parameter macros used to represent

them in the device simulation if required.

Like the previous long-channel MOSFET example, we use mode quasi3d to

simplify the model and save on computation time. This is reasonable because for

this particular example, no z-direction diffusion for the dopants necessary.

The 3d_mesh statement is used to load 3D mesh declaration statements that

have been automatically created by the MaskEditor GUI; refer to previous chapters

for details. Text Box 6.4 shows the content of geo1.in as an example of the

commands being loaded.

The initial command creates a boron doped substrate with a constant doping

concentration of 1E + 15 cm�3. The surface orientation is chosen as [100] since it

has a lower interface trap density for both NMOS and PMOS.

The structure command is used to save the data structure to a user defined

file. The simulation result is show in Fig. 6.16. We note in passing that SUPREM

allows shorthand for commands and parameters (outf instead of outfile) except

when there is a risk of confusion.

6.2.3 STI Pad Oxide and Nitride Formation

In today’s technology, active devices are integrated side by side in a common silicon

substrate [53]. In order to electrically isolate these devices, fairly thick SiO2 is usually

grown or deposited between the devices. Oxide is a perfect insulator to provide the

Text Box 6.4 Content of geo1.in File

line x loc=  0.00000     spacing=  0.120536     tag=lft
line x loc=  0.550000     spacing=  0.180804e-01
line x loc=  0.800000     spacing=  0.120536    
line x loc=   1.05000     spacing=  0.180804e-01
line x loc=   1.50000     spacing=  0.120536    
line x loc=   1.95000     spacing=  0.180804e-01
line x loc=   2.20000     spacing=  0.120536    
line x loc=   2.45000     spacing=  0.180804e-01
line x loc=   3.00000     spacing=  0.120536     tag=rht

line y loc=   0.00000     spacing=  0.731707e-02 tag=top
line y loc=   1.00000     spacing=  0.146341     tag=bot

region silicon xlo=lft xhi=rht ylo=top yhi=bot
bound exposed xlo=lft xhi=rht ylo=top yhi=top
bound backside xlo=lft xhi=rht ylo=bot yhi=bot
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necessary isolation. Since LOCOS (LocalizedOxidation of Silicon) is relatively old for

CMOS technology, this book will focus primarily on STI (Shallow Trench Isolation)

technology. Note that LOCOS is still widely used in analog/power technologies.

There are many advantages of STI over LOCOS including completely

eliminating the “bird’s beak” effect. It takes up less silicon space (which enables

designers to achieve higher density) and produces a flat surface that is easier for

lithography.

The first step of a STI process is to grow pad oxide. A nitride (Si3N4) layer is then

deposited. This layer is usually highly stressed and produces a large compressive stress

in the underlying silicon substrate; this can lead to defect generation. The main

purpose of the pad oxide under the nitride layer is to help relieve the stress [53]. The

nitride layer itself is used as an etch stop for later chemical mechanical polish (CMP).

Process Simulation Code

# Wet Oxide
diffuse temp=900 time=15 weto2  

# deposit thin layer of Si3N4
deposit nitride thick=0.08 temp=800  
structure outf=02_pad.str

The diffuse statement specifies a wet oxidation step at a constant furnace

temperature of 900�C for 15 min.

The nitride is then deposited with a thickness of 0.08 um at temperature of

800�C. In practice, this deposition is done with Low Pressure Chemical Vapor

Deposition (LPCVD) to achieve better uniformity. The resulting structure data is

saved to file “02_pad.str” as seen in Fig. 6.17.

Fig. 6.16 Substrate formation (01_sub.str)
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6.2.4 STI Plasma Etch

Etching in the process simulator is always geometrical. Plasma etch is treated as dry

etch in the simulator. As stated previously, the mask file (cmos.gds43.msk) created

automatically by MaskEditor contains all the simulation commands necessary for

the etch process.

In manufacturing, trench etching sometimes can be quite sophisticated. In order to

prevent undercutting of adjacent active regions, trenches need to be vertical. How-

ever, a perfect vertical trench wall will cause voids from oxide fill. A small slope is

usually applied for trench walls in practice. Also, the corners need to be rounded to

prevent sharp tips, since sharp corners will induce electrical effects later on.

In this simulation, the trench walls are etched with an angle of 2� to mimic the

real process.

Process Simulation Code

# STI formation
include file=cmos.gds43.msk
struct outf=03_STI_etch.str

The include statement will load the mask file (cmos.gds43.msk) into the

simulation program: the layout for the STI etching is shown in Fig. 6.17. Note

that the mask layer polarity is negative, which means the drawn area will be etched

away. In this mask file, three steps of process are included. First is deposition of

photoresist, this is followed by mask define. Finally plasma etching of nitride, oxide

Fig. 6.17 Pad oxide and nitride (02_pad.str)
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and silicon layers is performed in sequence to create the groves. All of these are

made possible by specifying the layer cut properties in the MaskEditor. MaskEditor

will then automatically generate the mask file with command lines like the one seen

below in Text Box 6.5, which includes the mask and etch statements for segment /

plane #2. The statement x2.left.theta¼2 instructs the simulator to perform

angled etch Fig. 6.18 shows the STI layer layout while 6.19 is the simulation result

after STI etch.

6.2.5 STI Liner Oxide Growth

After plasma etching, a thin STI liner is grown on trench sidewalls and bottoms.

The thickness of the STI liner is usually in the range of 10–20 nm [53].

The STI liner will ensure a better Si/SiO2 interface with lower charge densities.

This step will also help round the STI corners from the viscoelastic flow properties

Text Box 6.5 The Content of the Mask File for Segment #2

mask segm=2 thick=1.3 x1.from=0.2 x1.to=1.4 x2.from=1.6 x2.to=2.8 x2.left.theta=2. 
x2.right.theta=2.
etch segm=2 nitride avoidmask depth=0.35
etch segm=2 oxide avoidmask depth=0.35
etch segm=2 silicon avoidmask depth=0.35
etch segm=2 photoresist all

• Layer name: STI
• Mask thickness: 1.3 um
• Layer polarity: negative
• Layer purpose: etch
• Etch material: nitride 
• Etch depth: 0.35 um
• Etch angle: 0
• Etch material: oxide 
• Etch depth: 0.35 um
• Etch angle: 0
• Etch material: silicon
• Etch depth: 0.35 um
• Etch angle: 2 degree

Fig. 6.18 MaskEditor layout for STI layer
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of SiO2 at high temperatures. For power LDMOS devices, the STI liner may

influence the hot carrier injection, when STI is used in the drain drift region in

these devices.

In this example, a dry thermal oxide liner is grown.

Process Simulation Code

# STI liner oxide
method viscous grid.oxide=0.02
diffuse temp=1100 time=2 dryo2 
structure outf=04_STI_liner.str 

The method command is used to let the user modify solver or model settings.

Here, the viscous parameter tells SUPREM to treat the oxide as an incompress-

ible viscous fluid [9]. As before, grid.oxide is used to control the mesh genera-

tion for the new oxide layer during growth.

Dry oxidation (diffusedryo2) at a constant temperature of 1,100�C for 2 min

is used to create the liner oxide of the STI side walls. The resulting structure is

shown in Fig. 6.20.

6.2.6 STI Oxide Fill

A thick SiO2 layer is deposited by Chemical Vapor Deposition (CVD). In practice, to

reduce the filling problems like void, High Density Plasma (HDP) is generally applied.

Fig. 6.19 After plasma etch of STI step (03_STI_etch.str)
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Of course, the process simulation will not distinguish different depositionmethod used

in the real world. Note that a slope is usually necessary for void-free deposition. This

example uses a trench wall etch angle of 2�.

Process Simulation Code

# STI HDP fill
deposit oxide thick=0.5 meshlayer=4  
struct outf=05_STI_fill.str

High Density Plasma (HDP) CVD is used to deposit the fill-in oxide to a

thickness of 0.5 um. The parameter meshlayer specifies the number of mesh lines

added to this deposited material: higher numbers increase both the accuracy and

simulation time Fig. 6.21 illustrates the simulation result.

6.2.7 Chemical Mechanical Polish (CMP) and Chemical
Strip of Nitride

After High Density Plasma (HDP) CVD fill, the wafer will undergo a polishing step

called Chemical Mechanical Polish (CMP) using high-pH silica slurry. Excess SiO2

is polished off leaving a planar surface. The nitride layer acts as a polishing stop and

is then chemically removed using hot phosphoric acid.

Fig. 6.20 STI liner oxide growth (04_STI_liner.str)
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Process Simulation Code

# CMP stops at nitride
etch start x=0 y=-2
etch continue x=0 y=-0.08
etch continue x=3 y=-0.08
etch done x=3 y=-2
structure outf=06_STI_CMP.str

Here, CMP is modeled as a geometric etching process: the etch start....

continue....done commands are used in combination to define an arbitrary

complex region that will be etched away. The x�y coordinates are easy to visualize
in a 2D-cut but we note that the process simulator varies from the usual convention

in that x > 0 in on the right but y > 0 is towards the bottom: attentive readers may

have noted that the 3D plots have a �y label on the vertical axis. The reference line
y ¼ 0 is set to be at the initial surface of the substrate so y < 0 values are needed to

etch away deposited layers above that line. Coordinates are given in microns, as per

the usual SUPREM convention.

We also note the absence of the segm statement. This means that the etch

command operates in the same manner on all planes. The simulation result after

the CMP step is shown in Fig. 6.22.

Process Simulation Code

# oxide nitride chemical strip
etch nitride all 
etch start x=0 y=-2
etch continue x=0 y=0.025
etch continue x=3 y=0.025
etch done x=3 y=-2
structure outf=07_ON_strip.str

Fig. 6.21 STI HDP fill (05_STI.fill.str)
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Fig. 6.22 CMP stops at nitride layer (06_STI_CMP.str)

Fig. 6.23 Chemical strip of remaining oxide and nitride layer (07_ON_strip.str)
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Another etch command is used to remove the remaining nitride. Once again, a

geometric etch is used tomodel the effects of the real etching process (phosphoric acid).

Figure 6.23 shows the simulation result after nitride is removed.

6.2.8 P Well and N Well Implant

Twin well implant technology is used to optimize both NMOS and PMOS at the same

time. After each implant, a Rapid Thermal Anneal (RTA) is generally performed to

repair the implant damage and activate the dopants. For the sake of simplicity, constant

temperature anneals are used here. Thermal diffusion forwell drive in is necessary even

though therewill bemanymore thermal steps that follow. This is because these thermal

steps usually do not have enough thermal budgets for the well drive-in purpose.

Process Simulation Code

# p well implant
include file=cmos.gds44.msk
structure outf=08a_pwell_mask.str
implant boron dose=6e12 energy=80
etch photoresist all
diffuse time=20/60 temp=1000 nitrogen
structure outf=08_pwell.str

The include statement will load the mask file cmos.gds44.msk which is shown

in Fig. 6.24. Note that this is a negative layer, meaning that the drawn area is where

the photoresist is removed and the implantation is allowed to proceed. A large

thickness of photoresist is used to protect the other areas of the device. Please be

aware that the origin of the x-axis of the device structure view is on the right hand

side, while on the mask layout, the origin of the x-axis in on the left hand side. So

the structure view mirrors the mask layout.

Fig. 6.24 P well mask and photoresist of the p-well implant (08a_pwell_mask.str)

168 6 MOSFET/CMOS Technology



The implant statement performs a p well implant with a boron dose of

6E + 12 cm�2 and ion energy of 80 keV. After implantation an etch photore-

sistall command is issued to strip off all the photoresist before moving on to the

diffusion cycle.

The diffuse command starts a diffusion cycle in a nitrogen environment (no

oxidation). The diffusion time is given in minutes so 20/60 is used to specify 20 s.

This time is especially short since the diffusion step in the subsequent n well

implant will operate on both dopants.

The simulation result of net doping chart after p well implant is given in Fig. 6.25.

Process Simulation Code

# n well implant
include file=cmos.gds42.msk
structure outf=09a_nwell_mask.str
implant phosphorus dose=5e12 energy=100  
etch photoresist all 
diffuse time=90 temp=1000 nitrogen
regrid log10.change=5.0 refine  
structure outf=09_nwell.str

The n well implant commands follow the same general steps as those for the

p well. The main difference is the species used for implantation (phosphorus) and

the ion energy (100 keV). The diffusion time is set to 90 min and drives in the

dopants from both the n well and p well implantations.

After diffusion, a regrid command is used to refine the mesh and obtain a

smoother doping profile and denser mesh near the p-n junction. The parameters for

the regrid procedure impose a maximum change (on a logarithmic scale) in the

doping concentration between neighboring mesh points. Figure 6.26 is the mask

layout from MaskEditor.

Fig. 6.25 Net doping chart after p-well implant (bottom: 08_pwell.str)
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6.2.9 Threshold Voltage (Vth) Adjustment Steps

Note that a thresholdvoltageadjustment step is oftennecessary tooptimize the threshold

voltage of both NMOS and PMOS. Equation 6.1 can be written in another way:

Vth ¼ VFB þ 2fF þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2esqNAð2fFÞ

p
Cox

Fms þ qQI

Cox
(6.9)

where QI is the implant dose. This equation assumes that the entire implant dose is

located close to the surface region, which is often a reasonable approximation [53].

This means QI should be adjusted to accommodate the desired threshold voltage.

This can be achieved by Vth adjustment implant steps. Since in terms of process

simulation steps, the Vth adjustment step is similar to n well and p well implant, and

use the same mask sets. The detailed explanation is neglected here.

Process Simulation Code

# vt adjustment pwell 
include file=cmos.gds44.msk
structure outf=09a_Vt_adj_pwell_mask.str
implant boron dose=2e12 energy=20
etch photoresist all
diffuse time=1 temp=950 nitrogen
structure outf=09a_Vt_adj_pwell.str

# vt adjustment nwell
include file=cmos.gds42.msk
structure outf=09b_Vt_adj_nwell_mask.str
implant phosphorus dose=1e12 energy=40  
etch photoresist all 
diffuse time=1 temp=950 nitrogen
#regrid log10.change=5.0 refine  
structure outf=09b_Vt_adj_nwell.str

Fig. 6.26 Mask layout for the n well implant layer and photoresist (09a_nwell_mask.str)
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6.2.10 Gate Oxide Growth and Gate Poly Deposition

It is well-known that gate oxide needs to be of high quality so a chemical cleanup is

generally used. This removes any remaining oxide and leaves behind a clean silicon

surface for dry oxide growth. Gate poly is deposited after the oxide is grown using

LPCVD. Because of poly contact issues, the gate pattern is defined in such a way

that at least part of the gate poly extends onto the field oxide (STI region).

Generally, the gate poly contact should not be placed on top of the active region

as the stress may make the underlying gate oxide and channel region less reliable.

The poly doping is done either through in-situ doping or blanket implant after poly

deposition.

In situ doping of polysilicon is usually performed by simply including a dopant

gas, usually diborane (B2H6) or phosphine (PH3) in the CVD process. The in situ

doping can increases (boron) or decreases (phosphorous) the deposition speed of

poly depending on the dopant type [67].

Process Simulation Code

# Gate oxide
etch start x=0 y=-1 
etch continue x=0 y=0.025 
etch continue x=3 y=0.025 
etch done x=3 y=-1 

# re-grow dry oxide
diffuse temp=850 time=45 dryo2
structure outf=10_gate_oxide.str

etch start, continue, done will remove existing material to prepare the

surface to grow gate oxide. This requires high quality thermal oxide so a diffuse

dryo2 step is used. Based on the time (45 min) and furnace temperature (850�C),
the gate oxide thickness is about 8 nm Fig. 6.27 is the simulation result of gate oxide

growth.

Process Simulation Code

# Gate Poly deposition
deposit poly thick=0.2 meshlayer=2
diffuse time=20/60 temp=1100 nitrogen
include file=cmos.gds46.msk
structure outf=11_gate_poly.str

The first step in the creation of the gate poly is to uniformly deposit a layer of

polysilicon 0.2 um thick. While it is possible to in-situ dope the polysilicon with

either n or p-type, it is not used here. In this demo, a separate implantation of the n

and p-type gate poly is applied. NMOS will have n+ doped poly while PMOS will

have p+ doped poly. After deposition, a short anneal step is used; this would also be

required to activate the poly dopants had we chosen to use in-situ doping.

The include command loads a mask file generated by the MaskEditor GUI.

Rather than a conventional mask, this particular file has etch-purpose setting which

6.2 CMOS Technology Process Flow 171



combines various process steps into a single command: please refer to earlier

chapters for details on mask purposes. This etch mask has a positive polarity so

the drawn area will be protected and everything else is etched away, as can be seen

in Fig. 6.28. The content of this mask file (cmos.gds46.msk) for segment #1 is

shown in Text Box 6.6 and the simulation result is shown in Fig. 6.29.

Text Box 6.6 The Content of cmos.gds46.msk for Segment 1

mask segm=1 thick=1.3 x1.from=0.6 x1.to=1. x2.from=2. x2.to=2.4
etch segm=1 poly avoidmask depth=0.35
etch segm=1 photoresist all

Fig. 6.27 Gate dry oxide growth (10_gate_oxide.str)

Fig. 6.28 Mask layout of poly gate
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6.2.11 Lightly Doped Drain (LDD) Implant

As discussed in Sect. 6.1.6, with the ever decreasing channel length of CMOS

technology, if voltage is not properly scaled down as feature size scales, the electric

field in the channel will increase dramatically. The LDD concept was invented to

grade the doping in the drain region and to produce an N+/N/P profile between drain

and the channel in NMOS and vice versa for PMOS [53].

The LDD also acts like a shallow junction that connects the deeper source and

drain. This shallow junction works well to cope with the drain induced barrier

lowering effect, usually found in short channel devices [53]. In practice, another

implant step called a halo implant is frequently used for advanced CMOS process.

This helps alleviate the short channel effect found in sub-micron CMOS processes.

Process Simulation Code

# p-LDD implant
include file=cmos.gds50.msk
structure outf=12a_pldd_mask.str
implant bf2 dose=8e12 energy=7
etch photoresist all
diffuse time=30/60 temp=1000 nitrogen
structure outf=12_pldd.str

Figure 6.30 shows the mask layout loaded by the include statement. Note that

a negative mask is applied; meaning that in the drawn area, the photoresist is

removed and the implant can take place. We remind the user to be careful in

comparing the 2D and 3D plots because of the direction of the axes.

Fig. 6.29 Gate poly deposition (11_gate_poly.str)

6.2 CMOS Technology Process Flow 173



The implant for LDD should be relatively shallow so we use BF2 with a dose

of 8E + 12 cm�2 and ion energy of 7 keV for the p-LDD. As with previous well

implants, we etch away the photoresist and do a quick diffusion (20 s) before

moving on to the n-LDD implant Fig. 6.31 shows the mask layout for n-LDD.

Because a shallow p+ junction is not easily obtained using boron implantation,

the molecular species BF2 is used instead. The dissociation of BF2 upon its first

atomic scattering event gives a lower-energy boron atom [68]. Note that the energy

used in this demo is fairly low which also helps to create a shallow junction.

Process Simulation Code

# n-LDD implant
include file=cmos.gds45.msk
structure outf=13a_nldd_mask.str
implant arsenic dose=9e12 energy=15  
etch photoresist all 
diffuse time=20/60 temp=1000 nitrogen
regrid log10.change=7.0 refine  
structure outf=13_nldd.str

Fig. 6.30 The mask layout for p-LDD layer

•    Layer name: n-ldd
•    Mask thickness: 1.3 um
•    Layer polarity: negative
•    Layer purpose: general

Fig. 6.31 The mask layout for n LDD layer
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The commands for this step are roughly the same as for the p-LDD implant.

Arsenic is used to create a shallow LDD region. Note that since the poly is used as

implant mask, this step will dope the poly gate as well. Once again, the photoresist

should be removed prior to annealing.

The diffuse command for this step is very quick: a designer should always

keep in mind the thermal budget for the entire process since annealing steps always

operate on all the dopants that were introduced in previous process steps. Instead of a

constant temperature anneal, RTA can also be used for a more realistic process step.

The regrid command has the same function as previous used and increases the

mesh density near the p-n junctions by imposing a limit on the maximum change in

doping concentration between neighboring mesh points. The structure after n LDD

implant is shown in Fig. 6.32.

6.2.12 Nitride Spacer

Now we will deposit a thick layer of dielectric, typically SiO2 or Si3N4 on top of the

device. This layer is usually named as “spacer” because after the subsequent

anisotropic etch, it will leave a sidewall along the poly edge like a spacer. The

thickness of the deposited layer will determine the width of the sidewall spacer, and

should be carefully designed. For some technologies, this layer is also used as a

source of stress.

In this example, nitride spacer is deposited, and then anisotropically etched

leaving spacers around the gate poly. The thickness of the nitride layer is chosen

to be thin because we don’t want the spacer to occupy too much space in the device

active area.

Fig. 6.32 Net doping plot after p-LDD and n-LDD implant anneal (13_nldd.str)
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Process Simulation Code

# nitride spacer
deposit nitride thick=0.15 meshlayer=2 space=0.05
structure outf=14a_spacer_depo.str 
etch nitride dry thick=0.155 
structure outf=14_spacer.str  

As in previous examples, the spacer is created by using a pair of deposit and

etch statements. The space and meshlayer parameters are used to control the

smoothness of the surface and mesh allocation for this layer. Figure 6.33 shows

simulation results after nitride spacer deposition and after spacer etch.

6.2.13 Drain and Source Implant

Source/Drain implant are high dose implant, they are usually implanted through a

thin layer of oxide called screen oxide. The purpose of screening oxide is to prevent

channeling and minimize the incorporation of trace impurities [53]. Implant

channeling is caused by the implanted ions have a velocity vector line up with

the substrate crystal structure. Ions can go deeper into the silicon substrate without

encountering silicon atom, which is undesirable when shallow implantation is

desired. A thin amorphous oxide layer can help randomize the directions of

implanted ions and minimize this channeling effect [53].

Note that for source and drain implants, heavier ions (e.g. arsenic instead of

phosphorus) are preferred to create shallower junctions. While boron is much

lighter than arsenic, p+ implants often use much lower ion energies than n+

implants so the same effect can be achieved.

In practice, after source and drain implant, there will be a silicidation process,

typically Titanium or Cobalt or some other metal is deposited by sputtering to make

a better contact with low contact resistance. For example, if Titanium is deposited,

Fig. 6.33 Nitride spacer deposit (left: 14a_spacer_depo.str) and after spacer etch (right:
14_spacer.str)
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and the device subsequently goes through a short thermal cycle, the deposited Ti

will react with Si to form TiSi2, which is a fairly good contact material. This

silicidation step is neglected in this simulation.

Process Simulation Code

# source and drain implant
include file=cmos.gds59.msk
structure outf=15a_psd_mask.str
implant bf2 dose=1e15 energy=10
etch photoresist all 
diffuse time=5/60 temp=950 nitrogen
structure outf=15_psd.str

# source and drain implant
include file=cmos.gds61.msk
structure outf=16a_nsd_mask.str
implant arsenic dose=1e15 energy=25  
etch photoresist all 
diffuse time=5/60 temp=950 nitrogen
etch oxide dry thick=0.008  
structure outf=16_nsd.str

The process commands used here are very similar to those of the LDD and well

implants and will be skipped. We note once again the very quick diffusion time

used here to limit the diffusion of the dopants from previous implants. After

implantation, the screening oxide layer is removed with an etch command. The

photoresist is also removed before every diffuse step.

•    Layer name: p plus
•    Mask thickness: 1.3 um
•    Layer polarity: negative
•    Layer purpose: general

Fig. 6.34 Mask layout of PMOS source/drain implant

•    Layer name: nplus
•    Mask thickness: 1.3 um
•    Layer polarity: negative
•    Layer purpose: general

Fig. 6.35 The mask layout of n MOS source/drain implant
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The mask layers used in these process steps are shown in Figs. 6.34 and 6.35.

The layer polarity is negative so the dopant will be implanted through the drawn

area. Figure 6.36 is the simulation result after PMOS and NMOS source drain

implant.

6.2.14 Contacts Placement

By now, we have finished the Front End of the Line (FEOL) process steps. The next

step is to be devoted to Back End of the Line (BEOL). First, Interlayer Dielectric

(ILD) needs to be deposited and contacts will be placed.

Normally, there are many materials that can be used as interlayer dielectric: a

thick SiO2 layer is an obvious choice. In practice, this oxide is often doped with

phosphorus and boron and is known as BPSG (boronphosphosilicate glass). Phos-

phorous provides some protection against mobile ion impurities like Na+, which

can cause instability problems in MOSFET [53]. Boron is used to lower the

temperature at which the dielectric glass flows: this fluidity helps smoothen out

the surface for further processes.

CMP is often used in conjunction with the reflowing of deposited BPSG. CMP,

or Chemical Mechanical Polish, is a process of smoothing surfaces with the

combination of chemical and mechanical forces. It can be thought of as a hybrid

of chemical etching and free abrasive polishing [69].

Contact holes are then etched through the ILD layer. In order to fill the contact

holes with metal contacts, a thin layer of TiN is first deposited by sputtering or

CVD. This layer provides good adhesion to SiO2. Then, a blanket Tungsten (W)

layer is deposited on top.

The final step is to use CMP again to prepare for metal deposition.

Fig. 6.36 Net doping concentration after source/drain implant (16_nsd.str)
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Process Simulation Code

# contact holes 
deposit BPSG thick=0.5 meshlayer=3
structure outf=17a_BPSG.str
option etch.typ=2 
etch start x=0 y=-2
etch continue x=0 y=-0.4
etch continue x=3 y=-0.4
etch done x=3 y=-2  
structure outf=17b_BPSG.str
include file=cmos.gds47.msk
structure outf=17_contacts.str

# contacts fill 
deposit TiN thick=0.01 meshlayer=2
structure outf=18a_TiN_fill.str
deposit W thick=1.2 meshlayer=2
structure outf=18a_W_fill.str
etch start x=0 y=-2
etch continue x=0 y=-0.4
etch continue x=3 y=-0.4
etch done x=3 y=-2 
structure outf=18_contacts_fill.str

deposit BPSG deposits the Interlayer Dielectric (ILD): a single layer of BPSG

is used to simplify the simulation process. Real-world ILDs are usually very

complicated and contains several layers which meet competing design goals. A

low-K ILD reduces crosstalk, while a high-K gate dielectric allows the designer to

increase the gate oxide thickness and thus reduce the leakage current.

The etchstart,continue,done commands define a geometric etch region

that mimics the CMP process used in real manufacturing. CMP is often necessary to

flatten the surface for subsequent process steps.

The include statement loads a mask file from the MaskEditor GUI which will

be used to etch away the contact holes. Figure 6.37 shows the mask layout of the

contact layer. The simulation result is shown in Fig. 6.38.

After contact holes are opened, a thin layer of TiN is deposited followed by a

tungsten (W) layer which fills the gap; the first layer provides better adherence to

the SiO2 layer. After another CMP etch, the final structure is shown in Fig. 6.39.

•    Layer name: contact
•    Mask thickness: 1.3 um
•    Layer polarity: negative
•    Layer purpose: etch
•    Etch material: BPSG
•    Etch depth: 0.8 um
•    Etch angle: 0

Fig. 6.37 The mask layout of the contact layer
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6.2.15 Metal Layer Placement

Finally metals are deposited and patterned on top of the contacts. In real

manufacturing, multiple metal layers are involved and copper (Cu) is commonly

Fig. 6.38 Contact hole etch (17_contacts.str)

Fig. 6.39 Contact holes fill (18_contacts_fill.str)
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used instead of aluminum like in this simulation. This provides lower sheet resis-

tance and is less susceptible to electron migration.

Process Simulation Code

# metal layers
deposit aluminum thick=0.2 meshlayer=2
include file=cmos.gds49.msk
structure outf=19_metal.str
etch BPSG all
structure outf=20_final.str

The aluminum layer is deposited on top of the ILD and contact layer in the usual

manner. It is then etched away using another etch-purpose mask designed in the

MaskEditor GUI. The mask layout can be seen in Fig. 6.40; the positive mask

polarity means that the drawn area will be protected while the blank regions will be

etched away. Figure 6.41 is the structure after metal patterning.

The final command is etchBPSGall which removes the BPSG. This is merely

a simulation trick to help visualize the internal structure of the contacts and is not a

real process step. The net doping chart is shown in Fig. 6.42 with the BPSG

stripped. In this figure, the NMOS can be seen in the range x ¼ (1.5 3.0) while

the PMOS is in the range x ¼ (0 1.5). As with our original inverter circuit, the gates

are connected. Note due to the symmetrical nature of both NMOS and PMOS

devices, the source and drain terminals are interchangeable.

6.2.16 Simulation Data

Table 6.4 gives simulation data for the CMOS technology. The regrid command

used to increase the mesh at p-n junctions significantly increases total mesh count.

•    Layer name: metal
•    Mask thickness: 1.3 um
•    Layer polarity: positive
•    Layer purpose: etch
•    Etch material: aluminum
•    Etch depth: 0.2 um
•    Etch angle: 0

Fig. 6.40 The mask layout of metal layer
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Fig. 6.41 CMOS final structure after metal layer (18_metal.str)

Table 6.4 Simulation data for CMOS technology

Process

simulation

Device

simulation

Total mesh

count

Total number of

planes

CMOS Technology 60 min N/A 68,626 (regrid)

36,010 (no

regrid)

24

Computer configuration: HP desktop with Intel i7-860/6G/1T/NVIDIA GeForce GTX260/Win7

Fig. 6.42 CMOS final structure with TEOS removed and showing net doping
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6.3 Nano MOSFET Device Simulation Add-on

This is a special section reserved for advanced users. Since we already have a

complete CMOS process flow, the nano MOSFET process will be neglected here.

But please keep in mind that for nano MOSFET devices, a halo implant should be

added.

6.3.1 Including Quantization Effect in MOSFET

When under inversion condition, the oxide and silicon channel form a quantum well

(QW) with the oxide having a high potential barrier. Advanced MOSFET models

usually include quantization effects in the QW. Another effect equally important is

the split of the quantum levels originated from the various band valleys in the QW.

A common approach in mobility calculation is to consider scattering of carriers

from these various band valleys. Therefore, the inclusion of quantization effect is a

basic requirement in advanced TCAD for CMOS.

There are various approaches to include quantum mechanical (QM) effects into the

device simulation. This section describes an approach specific to the device simulator

from Crosslight which directly uses the solution from Schr€odinger wave equations to
construct the 2D density of states (DOS). The Schr€odinger wave equation is solved

self consistently with all other equations in the drift-diffusion model.

The following commands are used to set up quantum mechanical simulation:

Device Simulation Code

$ ------ special treatment to set up quantum for nano-MOSFET---------
$ to run quantum, part of the gate oxide must be renamed to be a cx-Macro
$ for quantum model to work
$
$ to make a material quantum, define it as "active"
get_active_layer name=cx-Si mater=1
active_reg mater=1 thickness=0.01
renumber_mater xrange=(-0.02 0.02) yrange=(-0.001 0.003) &&
orig_mater=2 new_mater=6
load_macro name=s-sio2 mater=6
get_active_layer name=cx-SiO2 mater=6

$ we also define a complex-region for quantum
begin_complex layer_num=2 column_num=1 use_xy_range=yes &&
cx_qw_side=bottom qw_thick=1.000000e-002 &&
x_start_complex=-0.02 &&
y_start_complex=-0.1
complex_region thickness=0.1 x_size=0.04 mater=1
complex_region thickness=0.002 x_size=0.04 mater=6
end_complex
self_consistent
bulk_treatment type=p
modify_qw right_mesh=0.002 confine_left=yes

In the device simulator, the quantum model is activated by calling an active

macro. The term “active” originates from the original usage of this model in the

optically active regions of semiconductor lasers. Here, it is used to define regions
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which will be connected together and where the Schr€odinger equation will be

solved. The active macro contains additional material data which is not included

in the standard bulk material macro data. For example, it contains details of the six

X band valleys of silicon as well as information on the LH and HH masses

(Luttinger parameters). In a bulk macro, these details are absent and averaged

effective masses are used for the conduction and valence bands.

This case requires the use of a complex MQWmodel so the relevant macros use a

“cx-” prefix: the silicon layer uses cx-Si and the oxide layer uses cx-SiO2. The

command begin_complex and end_complex defines the layers which belong

to the QW. An infinite potential wall some distance from the outer barrier is used as

the boundary condition of the Schr€odinger equation. We also note that it is important

that the oxide be treated as a wide bandgap semiconductor rather than a pure insulator

so small amounts of current are allowed to flow in the drift-diffusion model.

In this example, we use the fully self-consistent model of carrier density

explained in earlier sections so the shape of the well is affected by the external

potential. To simplify the convergence and because this is a channel designed for a

2D electron gas (2DEG), the quantization of the holes is deliberately ignored

(bulk_treatment type¼p).

When running the simulator, a 2/4 band valley split is reported as shown in Text

Box 6.7. The masses parallel to the interface are much lighter than those perpen-

dicular to the interface. So it is clear that all six band valleys have anisotropic

masses. Two of the valleys ( 100½ � and �100½ �) are oriented so their light mass is

parallel to the interface and the other four have their masses switched since they lie

in a perpendicular direction.

The quantization is determined by the motion of carriers perpendicular to the

interface so the perpendicular mass will determine the position of the confined

energy levels. However, the dispersion relation depends on the mass parallel to the

interface. So the overall 2D DOS is a complicated function of the quasi-Fermi level,

quantum level spacing and the effective mass parallel to the interface.

The simulator also reports the following solution at equilibrium (see Text

Box 6.8):

The band valley c1 has heavier mass and has more levels. As the gate voltage

increases, the QW is more confined and more levels are found by the solver.

Text Box 6.7 Simulation Reports for the Macro

[100] Si-interface with
s-sio2 cx-SiO2
mass_para= 0.190000000000000
mass_perp= 0.916000000000000
Cond. Band Valley Split = 2 4
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The subband levels for c1 and c2 valleys are shown in Figs. 6.43 and 6.44,

respectively. The ID–VG of this Nano-MOSFET of 40 nm is shown in Fig. 6.45.

Text Box 6.8 Solution at Equilibrium Reported by the Simulator

---Updating MQW potential and states ...
MQW Reg.# 1 Average Conc. (n&p)= 0.2016E+22 0.7875E+23
Cmplx.# 1 Levels: c1= 7 c2= 3 HH= 0 LH= 0
and at Vg=0.55:

---Updating MQW potential and states ...
MQW Reg.# 1 Average Conc. (n&p)= 0.3664E+24 0.3050E+22
Cmplx.# 1 Levels: c1= 12 c2= 5 HH= 0 LH= 0

Fig. 6.43 Subband levels for c1 valley
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Fig. 6.44 Subband levels for c2 valley

Fig. 6.45 The ID-VG curve for the nano MOSFET
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Chapter 7

Smart Power Technology and Power

Semiconductor Devices

7.1 Smart Power IC Technology

Smart power IC has gained popularity in the analog world. A typical power IC

includes power devices, analog part, digital part and some passive devices.

Figure 7.1 illustrates the interrelationship between these components. Traditionally,

power ICs and digital ICs have been considered to be two very different

technologies and were manufactured using different processes.

Technology has now enabled the integration of power and digital ICs and has

given birth to a new category of ICs: “Smart Power” ICs which combine the

“muscles” and “brain” functions into a single chip. Integrating Power, Analog,

Digital and Passive components on the same chip is an art rather than technology!

Without proper isolation, integration causes severe component cross-talk and

compromises chip performance.

Smart power technologies are usually several generations behind CMOS tech-

nology in terms of feature and wafer sizes. They do not use the smallest feature

sizes achievable or largest wafer sizes like advanced CMOS technology does. This

is because power devices generally have a much larger pitch size, channel length

and channel width than logic devices.

Even though logic gate density is an important consideration, it just is not cost

effective to use the latest technology for smart power applications. A comparison

between CMOS technology and smart power technology as of the year 2009 is

listed in Table 7.1.

7.1.1 Things to Consider in Typical Smart Power Technology

Smart power technology requires optimization of multiple device technology

parameters. Table 7.2 lists 18 things to consider according to different categories

(e.g. power, analog, etc.). Of course, in real manufacturing, there are many other

considerations besides the ones listed below.

S. Li and Y. Fu, 3D TCAD Simulation for Semiconductor Processes, Devices
and Optoelectronics, DOI 10.1007/978-1-4614-0481-1_7,
# Springer Science+Business Media, LLC 2012
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Fig. 7.1 Smart power IC

technology

Table 7.1 Comparison between CMOS technology and smart power technology

CMOS technology Smart power technology

Feature size 90 nm and below 0.13 um and above

Wafer size Mostly 12 in., some 8 in. 8 in. and below

Device types NMOS and PMOS MOSFETs, diodes, capacitors,

resistors, etc.

Isolation Mostly STI STI, LOCOS, DTI, P-N junction

Table 7.2 Things to consider in a typical smart power technology

Categories Things to consider

Power 1. Breakdown voltage (high side/low side)

2. On-state resistance (Ron)

3. Energy capability

4. Safe Operating Area (SOA)

Analog 5. MOS: Gm, Rout, matching, off state current, noise

6. BJT: gain, Early voltage, matching, noise

7. Resistors: voltage coefficient, temperature

coefficient, matching, noise, PSRR

8. Capacitors: linearity, matching, noise

9. Diodes: breakdown voltage, temperature

coefficient of BV, isolation

10. Voltage and frequency trim –fuse/Anti-fuse/NVM

Logic 11. Gate density

12. Cost due to added complexity of state of

the art CMOS process

13. Noise isolation

System level 14. Substrate injection isolation

15. Embedded parasitic BJTs

16. Noise immunity

17. Heat dissipation

18. High voltage ESD
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7.1.2 Devices in a Typical Smart Power Technology

Table 7.3 gives list of devices used in smart power technology. The requirements

on these devices and the choice of technology depend on the intended application.

For example, cell phones require a breakdown voltage for LDMOS of less than

20 V but for automotive application, values as high as 80 V may be required.

Resistors are chosen based on their temperature and voltage dependence. For

example, diffused resistors suffer from high voltage coefficients while poly

resistors do not change much with the applied voltage. Capacitors are chosen

according to the rated breakdown voltage and capacitance value. MOS capacitors

can achieve higher capacitance but suffer from low breakdown voltage while

double poly (poly1-insulator-poly2) capacitors have high breakdown voltage but

much lower capacitance. Anti-fuse or Non-volatile Memory (NVM) is used for

trimming purposes in analog ICs.

7.2 Isolation Methods

In a smart power IC, the isolation method plays an important role in limiting how

the integrated devices influence each other. There are four isolation methods in

common use, namely: P-N Junction isolation, LOCOS (Local Oxidation of Silicon),

STI (Shallow Trench Isolation) and DTI (Deep Trench Isolation). Table 7.4 is a

comparison of these isolation methods.

7.2.1 P-N Junction Isolation

An implant chain is used for the simulation of p-n junction isolation (code is not

shown here). High energy implant may damage the silicon lattice and may cause

dislocations and reliability problems. P-N Junction isolation is not used very often

in smart power IC with technology node less than 0.25 um since it takes up too

much space. However, this technology is still commonly used for High Voltage IC

(HVIC). Figure 7.2 is an illustration of the p-n junction isolation.

Table 7.3 Typical devices

in a smart power

technology

Categories Devices

Digital NMOS and PMOS

Analog NMOS and PMOS, BJTs, diodes,

anti-fuse, NVM, etc.

Power n-LDMOS, p-LDMOS, NPN, PNP,

LIGBT, power diodes, etc.

Capacitors MOS capacitors, double-poly capacitors,

metal-insulator-metal capacitors, etc.

Resistors Diffused resistors, poly resistors, etc.

ESD Devices ggnmos, SCR, etc.
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Table 7.4 Comparison of different isolation methods

Method Leakage

Process

cost

Silicon

area cost

Feature size

example Comments

Junction

Isolation

High Low Large 0.5 um

or above

• Simple but consumes a

lot of space

• Simple process but lots

of cross-talk

LOCOS High Low Large 0.35 um

or above

• large size, uneven

surface, suitable for

older technologies

STI Medium Medium Small CMOS 90 nm

or below

• Standard for CMOS and

analog components

• Edge effect, HCI

reliability issue for

LDMOS

• Inferior to DTI for

power devices

STI + DTI Low High Small BCD 0.18 um • Suitable for all devices

but especially important

for power devices

• Expensive and increases

the difficulty for process

integration

• Potential reliability

issues including

dislocation and

clustering

Fig. 7.2 P-N junction isolation
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7.2.2 Shallow Trench Isolation (STI)

Shallow Trench Isolation (STI) is used extensively and is the main isolation method

in CMOS technologies. The process was described in detail in previous chapters

dealing with MOSFET and CMOS but can be resumed simply as:

– Selective etching of silicon to a depth of 0.3–0.5 um, depending on the

technology

– Growth of liner oxide to improve Si/SiO2 interface

– Deposition of filler oxide to refill the etched wells

– Chemical Mechanical Polish (CMP) to etch away excess oxide and leave a flat

surface, as shown in Fig. 7.3

In terms of process modeling, the etch pattern can be obtained from the

mask layout or can be based on SEM images of real devices. A geometric etch

method can be used to selectively remove mesh triangles in the affected area

instead of modeling the chemical/mechanical processes.

7.2.3 Deep Trench Isolation (DTI)

In terms of the real process step, STI and DTI are quite different and the exact method

used varies from company to company. However, when it comes to process modeling,

deep trench isolation is quite similar to STI, only with deeper trench etch and fill.

Interested readers canmodify the STI examples tomodel DTI. A small variation in the

process is that the filler oxide can be replaced by polysilicon such as in [70].

7.3 Racetrack LDMOS

LDMOS with a racetrack shaped gate is popular in the power IC industry. Example

can be found in many research papers [71]. In this section a demo LDMOS is built

with an arbitrary process technology flow to show important process steps such as

Fig. 7.3 Shallow trench isolation (STI) before CMP (left) and after CMP (right)
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etching, implantation, diffusion, deposition, etc.. . .Usually, a drain with the racetrack
structure of an LDMOS is surrounded by the source connected to the bulk for power

ICs; this has many advantages, such as electrically isolating each device and reducing

edge effects on the LDMOS [71]. Here a simplified racetrack LDMOS with STI in

the drift region is simulated. All the process parameters are arbitrarily defined.

Figure 7.4 is the cross-section view of a typical LDMOS.

Figure 7.5 is the MaskEditor layout mask for racetrack-gated LDMOS. 8 layers

are used in this example. We remind the reader this is a simplified tutorial: the

process steps are not calibrated and the design is not optimized with respect to

breakdown voltage, on-state resistance (Ron) or any other parameters. Readers

should use this example as a starting point for their own devices and calibrate

process steps using their own fab results.

Fig. 7.4 Cross-section view of a typical LDMOS

Fig. 7.5 Mask layout of

racetrack gate LDMOS
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7.3.1 Overview of Simulation Steps

We will use the process simulator to create the structure of the racetrack LDMOS.

This is followed by contact definitions and device simulation. An overview of

simulation steps is presented in Table 7.5.

7.3.2 Substrate

Boron doped p-type substrate is chosen with a constant doping concentration of

1E + 14 cm�3. The silicon sample orientation is [100] which is optimal for

MOSFET fabrication. The process simulation input code is listed below:

Process Simulation Code

mode quasi3d
3d_mesh inf=geo
init boron conc=1e14 orient=100  

mode quasi3d simplifies the process simulation by turning off the dopant

diffusion in the z direction. Only the process steps that are relevant to the

LDMOS fabrication are used in this simulation. We neglect some of the real process

steps such as the buried layer and RESURF (Reduced Surface Field) technology.

3d_mesh loads mesh declaration statements generated by the MaskEditor GUI.

This device has a curved gate located within the STI and a rectangular-shaped

active region where the current flows. Since the current flow is the important part of

the device simulation, a dense lateral mesh is used in the active region and a sparse

lateral mesh is used for the STI region. In the z direction though, most of the cut

planes [40] are located in the STI to approximate the curved region: the active

region only requires a minimum of 2 mesh planes to properly define the volume.

Figure 7.6 shows the STI and active regions locations on the mask layout. Figure 7.7

compares the lateral mesh definitions in the STI and active regions.

The init command processes all the mesh statements and creates the initial

structure for the process simulation. The silicon substrate is p-type with a boron

concentration of 1E + 14 cm�3 and the [100] orientation.

7.3.3 N Well Implant

The goal of this process step is to implant the n well which will later be used as the

drain drift region connecting the channel to the drain.
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Table 7.5 Overview of simulation steps for racetrack LDMOS

Racetrack LDMOS Process simulation steps

Step 1: Substrate

Step 2: N well implant

Step 3: STI formation

Step 4: P body implant

Step 5: Poly gate deposition

Step 6: Source/Drain n+ implant

Step 7: P+ body contact implant

(continued)
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Table 7.5 (continued)

Racetrack LDMOS Process simulation steps

Step 8: Back-End of the Line (BEOL)

Racetrack LDMOS Contact definitions for device simulation

Step 9: Contact definitions for device simulation

Racetrack LDMOS Device simulation

Step 10: Device simulation: breakdown voltage

Step 11: Device simulation: threshold voltage

Step 12: Device simulation: on-state resistance

Step 13: Device simulation: ID-VD curves

Step 14: Self-heating
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Fig. 7.6 STI and active regions in the racetrack LDMOS

Fig. 7.7 Comparison of different cut plane mesh for STI regions and Active region
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Process Simulation Code

# n well implant #
include file=racetrack.gds63.msk
struct outf=01_nwell_mask.str
implant phosphorus dose=1e12 energy=50 angle=0 
implant phosphorus dose=2e12 energy=400 angle=0  
etch photoresist all  
diffuse time=5 temp=800  final_temp=1000
diffuse time=20 temp=1000  
diffuse time=5 temp=1000  final_temp=800  
struct outf=01_nwell.str  

The include statement loads the mask generated by the MaskEditor GUI:

Figure 7.8 shows the n well implant layout. The dashed line shows the outer

simulation boundary (simulation area) and the drawn area is the negative mask

where the photoresist will be removed and the implantation process will take place.

The phosphorous implantation is done by chaining together two implant

commands: the lower energy implant and the higher energy implant. With the

same thermal budget, an implant chain helps obtain a more uniform doping profile

than what could be obtained with a single implantation. Figure 7.9 illustrates the

implant chain.

The etch photoresist all command is used to remove all the leftover

photoresist that was added when defining the implantation mask. This must be

done before the diffusion can take place.

Three diffuse commands are used to define the thermal annealing process: the

temperature is ramped up from 800�C to 1,000�C over 5 min, held constant for

20 min and brought back down to 800�C over 5 min. This chaining of diffuse

commands is how a rapid thermal annealing process would be defined. Of course,

the time scale used here is much slower than that of a RTA process. Figure 7.10 is

the net doping chart after the n well implant anneal.

• Layer name: n well

• Mask thickness: 1.3 um

• Layer polarity: negative

• Layer purpose: general

Fig. 7.8 N well implant mask layout for racetrack LDMOS
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Fig. 7.9 Implant chain illustration

Fig. 7.10 N well implant of racetrack LDMOS showing net doping (01_nwell.str)
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7.3.4 STI Formation

The next step is to form the shallow trench isolation. As mentioned previously, the

most important reason for using a STI process is to provide isolation between the

devices. For this particular example, we only consider the standalone device so no

device to device isolation is necessary. STI in this LDMOS is instead used to boost

the breakdown voltage. As will be shown later, the peak electric field which triggers

avalanche breakdown is designed to be at the edge of the gate and within the STI

region. Since oxide has a higher critical electric field than silicon, the breakdown

voltage of the LDMOS will be improved. If no STI or LOCOS had been used, the

peak field would be within the silicon material which would degrade the breakdown

voltage.

In the case of low voltage LDMOS (with a breakdown spec lower than 40 V), the

STI is often neglected on purpose. This is because using STI within the LDMOS has

some drawbacks such as increasing the on-state resistance (Ron). It also has long-

term reliability issues as hot carrier injection into the STI region may degrade the

device performance; this may be alleviated by using high quality STI liner oxide.

In this example, the STI mask is generated by the MaskEditor GUI. We use the

simplified process step called “change material” to replace the silicon with oxide in

the mask area rather than modeling all of the process steps. The angle of the etch

process corresponds to an ideal vertical etch (angle ¼ 0) which, of course, is not

achievable in a real etch process. For more details on mask settings, refer to the

earlier description of the MaskEditor GUI.

Process Simulation Code

# STI formation
include file=racetrack.gds43.msk
struct outf=02_STI.str

The include statement loads the STI mask layout from Fig. 7.11. The mask

polarity is negative so the drawn area corresponds to the photoresist which would be

removed in the full STI process. Here, it defines the material which is changed from

• Layer name: STI

• Mask thickness: 1.3 um

• Layer polarity: negative

• Layer purpose: change material

• Material to be changed: silicon

• Material change to: oxide

• Etch thickness: 0.4 um

Fig. 7.11 The mask layout for STI
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silicon to oxide because of the “change material” purpose of the mask layer. The

resulting structure is shown in Fig. 7.12.

7.3.5 P Body Implant

P body implant is the next step. This step will prepare the p-type body region of the

LDMOS.

Process Simulation Code

# p body implant #
include file=racetrack.gds59.msk
implant boron dose=3e12 energy=15 angle=0
implant boron dose=3e12 energy=40 angle=0 
implant boron dose=3e12 energy=100 angle=0 
implant boron dose=3e12 energy=180 angle=0
struct outf=03_body_mask.str 
etch photoresist all
diffuse time=1 temp=800  final_temp=1000
diffuse time=10 temp=1000  
diffuse time=1 temp=1000 final_temp=800
struct outf=03_body.str  

The include statement will load the mask file for p body implant. Figure 7.13

is the mask layout view for the body implant. Negative mask is used; meaning the

area drawn will be implanted.

An implant chain is used here to create p body region and achieve the appropri-

ate channel doping for Vth. Since there is no separate Vth adjustment step in this

Fig. 7.12 STI formation (02_STI.str)
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example, one should be careful in choosing the implantation parameters. Doping

levels that are too high lead to high Vth while values that are too low yield a large

leakage current from body punch through.

Figure 7.14 shows the net doping profile after p body implant anneal.

•    Layer name: p body

•    Mask thickness: 1.3 um

•    Layer polarity: negative

•    Layer purpose: general

Fig. 7.13 The mask layout of p body implant

Fig. 7.14 After p body anneal showing net doping (03_body.str)
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7.3.6 Poly Gate Deposition

This step will form the racetrack shaped poly gate.

Process Simulation Code

# Gate oxide and Gate poly
deposit oxide thick=0.02 meshlayer=2
deposit poly thick=0.35 conc=1e20 phos meshlayer=2  
include file=racetrack.gds46.msk
diffuse time=1 temp=800  final_temp=1000
diffuse time=10 temp=1000  
diffuse time=1 temp=1000 final_temp=800
struct outf=04_poly.str

The deposit command is used twice to create a layer of oxide 0.02 um thick

followed by a layer of polysilicon 0.35 um thick. The optional meshlayer

parameter adds accuracy to simulation by specifying the number of mesh lines in

the newly deposited material.

Deposited oxide is used to simplify the process step: refer to previous CMOS

examples for the details on how to thermally grow gate oxide. Likewise, a single

poly gate is used in this example; in a real smart IC process, a multiple gate stack

might be used. Phosphorus is used for the in-situ doped poly gate.

The include statement loads the mask file shown in Fig.7.15. The “etch”

purpose is set in the MaskEditor GUI which simplifies the process into a single

command. The mask polarity is positive so the drawn area is protected while

everything else is etched away.

After the deposition and etch, another diffuse sequence is used to anneal the

poly gate. Figure 7.16 is the simulation result after poly gate is etched and

subsequently annealed.

•    Layer name: gate poly

•    Mask thickness: 1.3 um

•    Layer polarity: positive

•    Layer purpose: etch

•    Etch material: poly

•    Etch depth: 0.35 um

•    Etch angle: 0

•    Etch material: oxide

•    Etch depth: 0.02 um

•    Etch angle: 0

Fig. 7.15 The mask layout for poly gate
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7.3.7 Source/Drain N+ Implant

The implant for the source, drain and body contacts always comes in the last few

steps of the front-end process flow. This is because the highly doped n+ and p+

regions need to be shallow enough and so cannot undergo a long thermal cycle. The

mask layout from MaskEditor for this step is shown in Fig. 7.17.

Fig. 7.16 Racetrack shaped poly gate (04_poly.str)

•    Layer name: s/d implant

•    Mask thickness: 1.3 um

•    Layer polarity: negative

•    Layer purpose: general

Fig. 7.17 Mask layout of source/drain n+ implant
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Process Simulation Code

# source/drain n+ implant #
include file=racetrack.gds42.msk  
implant phosphorus dose=1e15 energy=25
etch photoresist all
diffuse time=1 temp=950  
struct outf=05_sd.str

7.3.8 P+ Body Contact Implant

One of the most notable differences between a MOSFET and LDMOS is the body

region. LDMOS has a body region contact on top of the silicon surface which is

connected with source region via a silicided contact and/or metal 1 layer. The body

contact is fairly important in power device design because resistance in the body

region may turn on the parasitic BJT shown in Fig. 7.18. The p+ body contact

should not be left floating for breakdown measurement or simulation; otherwise the

parasitic BJT may lower the BV by entering the so called BVCEO mode (Collector

to Emitter breakdown with base open).

Process Simulation Code

# p+ body contact implant #
include file=racetrack.gds45.msk
implant boron dose=1e15 energy=10
etch photoresist all
diffuse time=1 temp=950 
regrid refine log10.change=12
struct outf=06_pplus.str

Most of the commands used here are similar to earlier process steps and will be

skipped. The particular mask layout for this step is shown in Fig. 7.19.

The final command before outputting the structure is regrid which increases

the mesh density near the p-n junction by imposing a limit on the change in doping

Fig. 7.18 Cross-section of a typical LDMOS showing parasitic BJT
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concentration between neighboring mesh points. Figure 7.20 is the final result after

p+ body implant with net doping shown. The cross-section view is taken at z ¼ 25

um (the center of the device).

7.3.9 Back-End of the Line (BEOL)

The final steps are for Back End of the Line (BEOL). Oxide is used as the inter layer

dielectric (ILD) in the simulation. Contact holes are opened and filled with alumi-

num. In simulation we just use aluminum for simplicity, but real process steps often

use other materials such as tungsten for contact holes, and copper for metal layers.

Copper has lower resistivity and is less susceptible to electron migration issues.

Note that the contacts in this simulation use large strips of metal which are

consistent with the limited number of cut planes for our longitudinal mesh in the

active area. A real process would use smaller metal squares.

•    Layer name: p+ body contact

•    Mask thickness: 1.3 um

•    Layer polarity: negative

•    Layer purpose: general

Fig. 7.19 The mask layout of p+ body implant

Fig. 7.20 After anneal of S/D n+ and body p+ regions (06_pplus.str)
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As the metal plate size may alter the electric field and improve or degrade

breakdown voltage, one should be cautious in choosing the metal layer sizes and

shapes when designing an LDMOS.

Process Simulation Code

# contacts
deposit oxide thick=0.7 meshlayer=2 space=0.1 
include file=racetrack.gds64.msk
struct outf=07_contact_holes.str
deposit aluminum thick=1 meshlayer=3 
etch aluminum dry thick=0.3 
include file=racetrack.gds65.msk
struct outf=07_metal.str
export outf=racetrack.aps xpsize=0.005

The deposit command creates an ILD oxide layer 0.7 um thick. The space

parameter is used to increase the mesh density and smooth out the curved areas of

the deposit.

The contacts are created by etching holes in the oxide, refilling them with a

blanket deposition of metal and etching away the unneeded material, leaving only

the desired contacts. Figure 7.21 gives the mask layout for the contact holes while

the final metal etch is done using the layout shown in Fig. 7.22. We note quickly the

selective nature of the etch command which is set to only remove the deposited

aluminum and leave the other materials intact.

The final structure is exported to the device simulator using the export command.

The device simulator has a different convention than the process simulator regarding

mesh points on material boundaries and requires that these points be split into two

points on either side of the boundary. The parameter xpsize specifies the space of the

gap. Figures 7.23 and 7.24 illustrates the final structure and cross section cut.

•    Layer name: contacts

•    Mask thickness: 1.3 um

•    Layer polarity: negative

•    Layer purpose: etch

•    Etch material: oxide

•    Etch depth: 1.0 um

•    Etch angle: 0

Fig. 7.21 Mask layout for contacts
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•    Layer name: metal

•    Mask thickness: 1.3 um

•    Layer polarity: positive

•    Layer purpose: etch

•    Etch material: aluminum

•    Etch depth: 1.0 um

•    Etch angle: 0

Fig. 7.22 Mask layout for metal 1 layer

Fig. 7.23 Final structure after metal etching (07_metal.str)

Fig. 7.24 Center cross-section view of the final net doping (07_metal.str)



7.3.10 Contact Definitions for Device Simulation

Four contacts will be defined for the device simulation: source/body (sharing the

same contact), gate, drain and substrate. Source/Body and Drain contacts are on

the metal 1 layer and are shown in Fig. 7.25, gate contacts are placed on top of the

polysilicon and the substrate contact is at the bottom of the silicon wafer.

7.3.11 Device Simulation: Breakdown Voltage

Now we have “fabricated” a racetrack LDMOS using our home-brewed process and

have defined the necessary contact boundary conditions. The device simulation to

simulate the electrical and thermal behavior of the device is the next step. As

always, for a power LDMOS, we would like to model the breakdown voltage, on-

state resistance, threshold voltage as well as the ID-VD curves.

For the racetrack LDMOS, the real active area is the middle part with silicon

surface. The two ends are covered with STI, and no current should flow at the

surface. However, for high voltage applied to the drain, the shape of the racetrack

gate may alter the electric field and thus affect the breakdown voltage. This is a

three-dimensional (z direction) effect and only 3D simulation can reveal this.

We can treat the device as a four terminal device, with drain, source, body and

substrate controls. For the sake of simplicity, the substrate is connected directly at

the bottom. Of course the thickness of the substrate in this simulation is arbitrary.

Real device may have much deeper substrate or epi-layer, and substrate connect is

usually at top surface rather than bottom.

The device simulator first imports the device structure and dopant information

from the process simulation output file racetrack.aps; the device simulation output

Fig. 7.25 Contact definitions for the device simulation
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files will be named using bvds.out. Much of the syntax for the device simulator

input file has already been discussed in previous chapters so we will concentrate

only on the important parts.

Device Simulation Code

parallel_linear_solver

newton_par damping_step=12. print_flag=3 res_tol=1e-2 var_tol=1e-2

equilibrium

newton_par damping_step=6. print_flag=3 res_tol=1.e-1 var_tol=1.e-1 &&
max_iter=50 opt_iter=25 stop_iter=4 mf_solver=3

$ scanline #2 breakdown voltage stops at current greater than 1e-6
scan var=voltage_3 value_to= 100  print_step=10  &&
init_step= 0.5E-01 min_step= 0.5E-10  max_step=2.0 &&
auto_finish=current_4  auto_until=1.e-6  auto_condition=above 

The newton_par statement controls many aspects of the non-linear Newton

solver in the device simulator. The damping_step parameter used here limits the

size of the solution update between iterations: smaller values yield slower but more

reliable convergence. The values used here are larger than normal and should be

reduced if the solution guess tends to oscillate.

The choice of the solver algorithm is controlled by the mf_solver option as

well as the parallel_linear_solver statement. For 3D problems with many

mesh planes and over 105 mesh points such as this one, it may be beneficial to use a

parallelized GPU solver rather than multi-CPU algorithms: speed increases of

factor of 2–3 are not unusual. This particular example uses default multi-CPU

settings usable on a modern personal computer.

The print_step parameter turns on additional structural data output in the

middle of a bias scan. This can be useful to recover a simulation that failed to

converge all the way to the end.

The scan statement will ramp up the voltage on the drain to 100 V or until the

current condition is met (i.e. breakdown), whichever comes first. Note that

auto_finish conditions always imply an absolute value. The contacts were

numbered during the definition in the previous step: contact 1 corresponds to the

source/body; contact 2 is the gate; contact 3 is the drain contact; contact 4 is the

substrate. So voltage_3 means the voltage of contact 3 (drain) and current_4 means

current flowing through contact 4 (substrate).

Figure 7.26 is the 3D potential (equipotential) lines plot with a 2D cut in the center

(z ¼ 25 um). The potential in the STI (along z direction under the curved poly gate)

are affected by the active region and gradually diminish towards each ends.

The electric field magnitude plot is shown in Fig. 7.27. From 3D field magnitude

plot, an interesting butterfly shape is seen in the STI regions. A 2D cut in the

device center reveals the peak field location in the STI region underneath the gate

edge, which is expected. From surface plot of the field magnitude at the same 2D

cut location, we can see more clearly where the electric field peaks are located.
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The I-V curve is plotted in Fig. 7.28. Breakdown voltage for the LDMOS is

about 64 V. The current increase is pretty sharp, indicating the current increase is

due to avalanche breakdown rather than punch-through.

Power devices are built to withstand high breakdown voltages. For LDMOS,

the L stands for lateral, which indicates the depletion region should progress laterally

rather than vertically as VDMOS does. Naturally, in order to sustain a high

breakdown voltage, the space required is quite large. This is especially true for

high voltage IC devices, which can sustain up to 1,200 V. Traditionally high voltage

(>120 V) power MOSFETs are reserved for vertical and discrete devices. These

devices utilize the thick wafer substrate or epi-layer as drain drift region. The

downside of these devices is that they are hard to integrate with CMOS and analog

technologies.

Fig. 7.26 Potential plot for racetrack LDMOS

Fig. 7.27 3D plot of electric field magnitude and 2D cut view (x-y plane at z ¼ 25 um)
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During the past decades, many research papers are published on how to improve

the breakdown voltage without sacrificing the on-state resistance and cost.

Among them are proposals to use single or multiple RESURF effect. We will talk

about RESURF effect later in the book. But even with these novel ideas, silicon

devices seem to reach a limit.

Recently, novel materials have been extensively researched for power devices,

and some of them are quite promising. Silicon carbide (SiC) devices have been

popular for quite a while. The specific on-state resistance of the drift region can be

greatly reduced by replacing silicon with silicon carbide. Unfortunately, there are a

few major drawbacks [72]:

1. The quality of the interface between the thermally grown oxide and silicon

carbide surface has traditionally been poor.

2. The high electric field generated within the silicon carbide yield very high

electric field within the gate oxide, which will lead to its rupture during

operation.

3. Cost issues prevent SiC devices from being used in many commercial applications.

Another popular contender is GaN. GaN material has a wide band-gap and is

already widely used for high-brightness light-emitting diodes. Recently, it has

gained a lot of attention in the power device community.

Fig. 7.28 Breakdown curve of the racetrack LDMOS
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7.3.12 Device Simulation: Threshold Voltage

For power devices, threshold voltage is usually higher than that of logic and analog

devices. In this LDMOS example, the oxide thickness is chosen to be 200 Å, and

the threshold voltage is expected to be around 1 V for n type devices. A threshold

voltage that is too high introduces additional constraints in the design of the gate

drive circuitry and should be avoided. However, if the threshold voltage is too low,

it is possible for the Vth to be negative for n-channel power MOSFETs [73].

Device Simulation Code

parallel_linear_solver

newton_par damping_step=12. print_flag=3 res_tol=1e-2 var_tol=1e-2

equilibrium

newton_par damping_step=12. print_flag=3 res_tol=1e-1 var_tol=1e-1

scan var=voltage_3 value_to=0.1 init_step=1e-3 max_step=0.25 min_step=1e-6 

scan var=voltage_2 value_to=2 init_step=1e-3 max_step=0.025 min_step=1e-6 

stop

The drain contact (voltage_3) is biased at 0.1 V while 2 V is applied to the gate

contact (voltage_2). The threshold voltage is extracted automatically by the plotting

GUI. The extracting method is as follows:

1. Calculate the transconductance Gm using @ID=@VG.

2. Find the peak Gm and draw the Tangent of the ID-VG curve

3. Vth is defined as the crossing of the Tangent line and x coordinate.

The threshold voltage auto extraction from Fig. 7.29 is 0.87 V which is close to

the 1 V value we expected.

7.3.13 Device Simulation: On-State Resistance

Ron, or the drain to source on-state resistance, is a very important parameter for

power devices. Since power devices need to sustain high voltage and large current,

the power dissipated in the power device is given by:

P ¼ IDVD ¼ I2DRon (7.1)

For the demonstrated LDMOS, Ron is the combination of the following

resistances [72]:

Ron ¼ Rcs þ Rnþ þ Rch þ Rd þ Rcd þ RA (7.2)
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where Rcs is the source contact resistance, Rnþ is the source n+ (including LDD)

resistance, Rch is the resistance from the channel region, Rd is the drain resistance,

from both n drift region and drain n+ region. Rcd is the drain contact resistance. RA,

the accumulation resistance is unique to power devices, due to the n drift region

underneath the gate when it is in accumulation mode (when positive bias is applied

on the gate in n type LDMOS). Gate accumulation attracts electrons to the surface

and modifies the resistance.

Among these resistance contributors, the most significant ones are Rch and Rd. In

a power LDMOS, the on-state current flow is established by the formation of n-

channel region that connects n+ source with the n- drift region [72]. The channel

resistance is given by:

Rch ¼ Lch
ZmniCoxðVG � VthÞ (7.3)

Where Lch is the channel length, Z is the channel width. mni is the inversion layer

mobility, Cox is the gate oxide capacitance. VG is the gate voltage applied, and Vth is

the threshold voltage. In this example, VG ¼ 3V and Vth ¼ 0:87V. Figure 7.30

illustrates the resistance components.

The resistance from drain region maybe larger or smaller than channel resis-

tance: this depends on the doping concentration and the length of the drift region.

This brings about a design dilemma: in order to increase the breakdown voltage, the

most effective way is to lower the drift region doping concentration and increase

Fig. 7.29 Threshold voltage auto extraction
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the drift region length. But this effectively increases the on-state resistance from the

drift region since the resistance is proportional to the drift region length and

inversely proportional to the doping concentration. There are some design

guidelines for how long the drift region should be based on the desired breakdown

voltage: for more information, please refer to Baliga [72] or other reference books

on power devices.

In the power device industry, specific on-state resistance, Ron,sp with unit such

as mΩ mm2 is often used. The specific on-state resistance takes device area into

account so that the resistance comparison becomes meaningful for different

devices and technologies.

Device Simulation Code

parallel_linear_solver

newton_par damping_step=12. print_flag=3 res_tol=1e-2 var_tol=1e-2

equilibrium

newton_par damping_step=12. print_flag=3 res_tol=1e-1 var_tol=1e-1

scan var=voltage_2 value_to=3 init_step=1e-3 max_step=0.25 min_step=1e-6 &&
var2=time value2_to=50

scan var=voltage_3 value_to=0.1 init_step=1e-4 max_step=0.01 min_step=1e-6

stop

The gate voltage (voltage_2) is first biased to 3 V in this case. Drain voltage

(voltage_3) is ramped to 0.1 V. The I-V curve for Ron is linear so we can calculate

the on-state resistance (Ron) from Fig. 7.31.

7.3.14 Device Simulation: ID-VD Curves

A family of ID-VD curves with different gate voltage applied. We can see a

pronounced quasi-saturation at high gate voltages.

Fig. 7.30 On-state resistance components of an LDMOS
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Device Simulation Code

parallel_linear_solver

$ Set equilibrium ----------------------------------------
newton_par damping_step=5. max_iter=100 print_flag=3
$ scan #1 equilibrium
equilibrium outfile_label=equi
$ Set equilibrium ----------------------------------------

$ Id-Vd curve family -------------------------------------
newton_par damping_step=1. print_flag=3 var_tol=1.e-1 res_tol=1.e-1

$ scan #2 vg=1.5
scan var=Vg value_to=1.5 init_step=0.5000E-01 

$ scan #3 vg=1.5 vd=8
scan var=Vd value_to=8.000E+00 init_step=0.5000E-01 max_step=0.4667E+00

$ scan #4 vg=2
scan var=Vg value_to=2 init_step=0.5000E-01 &&
infile_label=equi

$ scan #5 vg=2 vd=8
scan var=Vd value_to=8.000E+00 init_step=0.5000E-01 max_step=0.4667E+00

$ scan #6 vg=2.5
scan var=Vg value_to=2.5 init_step=0.5000E-01 &&
infile_label=equi

$ scan #7 vg=2.5 vd=8
scan var=Vd value_to=8.000E+00 init_step=0.5000E-01 max_step=0.4667E+00

$ scan #8 vg=3
scan var=Vg value_to=3 init_step=0.5000E-01 &&
infile_label=equi

$ scan #9 vg=3 vd=8
scan var=Vd value_to=8.000E+00 init_step=0.5000E-01 max_step=0.4667E+00

end

Prior to the input statements shown above, define_alias is used to define

user labels for interesting voltages rather than using the internal numbering of the

device simulator. Please see the MOSFET and CMOS examples from the previous

chapter for an example of the relevant syntax.

Fig. 7.31 I-V curve for Ron and 2D center cut (z ¼ 25 um) showing total current magnitude
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Labels are also used to define output data sets and restart points for the various

scan commands; this is useful when plotting multiple lines like in this case. The

initial scan line (#1) is the equilibrium solution and each scan command afterwards

is numbered accordingly. This is similar to the numbering of data sets that was

discussed in earlier chapters with one crucial difference: printing intermediate

structural data by adjusting the print_step parameter only increases the data

set number, not the scan line.

Wehave 9 scan lines here and the equilibriumsolution is saved usingoutfile_la-

bel¼equi. This solution is then used to restart the various scans by using the infile

parameter. For each ID-VD curve, a scan statement is issued to control the gate voltage

(VG ¼ 1.5, 2, 2.5 and 3 V) before sweeping the drain voltage from 0 to 8 V.

Unlike the long channel MOSFET, presented in Chap. 6, the LDMOS has an

n-type drift region which, as previously discussed, is a major contributor to Ron. It is

well-known that in MOSFET, the drain current enters the saturation region when

the pinch-off point is reached in the channel [61]. For LDMOS, this saturation

phenomenon also exists but because of the drain drift region, there is another kind

of saturation called quasi-saturation. This is essentially caused by velocity satura-

tion of the carriers under high gate voltages [74]. The carrier velocity saturates

because the relatively lightly doped drift region cannot sustain the required current

with limited carrier mobility. This phenomenon can be viewed from the ID-VD

curves in Fig. 7.32, at higher gate voltages (e.g. VG ¼ 2.5 V, VG ¼ 3 V), the curves

become more “crowded” than at lower gate voltages.

Fig. 7.32 ID-VD curves of racetrack LDMOS
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7.3.15 Self-heating

This section illustrates how to set up a device simulation to include thermal effects.

This model is usually neglected and must be explicitly turned on. Additional

physical parameters are needed and it is important that the software introduce

thermal dependence of many other physical parameters such as band-gap.

Device Simulation Code

heat_flow 

contact num=1 thermal_type=3 thermal_cond=0.1
contact num=2 thermal_type=3 thermal_cond=0.1
contact num=3 thermal_type=3 thermal_cond=0.1

Here, the statement heat_flow turns on thermal self-heating model. With

thermal_type¼3 statement, the contacts are assumed to be connected to a

thermal conductor defined by the parameter thermal_cond. This thermal con-

ductor is connected to a heat sink with a fixed temperature given by parameter

extern_temp. The default value of extern_temp is 300 K.

The thermal_cond parameter corresponds to the thermal conductance of this

particular thermal boundary model. The total heat flow (in Watt) to/from the device

is given by KðT � TextÞ where K is the thermal conductance and Text is the external
thermal contact. For a realistic 3D device, the unit is of the thermal conductance is

Watt/K [58]. It should not be confused with the thermal conductivity which is

defined in Watt/(m∙K) [75].
Figure 7.33 gives the self-heating effect of LDMOS with Lattice temperature

shown.

7.3.16 Simulation Data

Table 7.6 gives simulation data for the racetrack LDMOS.

7.4 Superjunction LDMOS

As mentioned before, the tradeoff between breakdown voltage and on-state resis-

tance is a major issue for power semiconductor devices. In the past decade many

ingenious designs have been proposed and implemented. One of the most

promising design concepts is called the superjunction, which is similar to the

RESURF (Reduced Surface Field) effect.

We will not explicitly show the process modeling for this device and only

include a brief overview for interested readers. The device structure and net doping
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of a simple superjunction LDMOS is shown in Fig. 7.34. The p well is adjacent to

the n wells (n-type drain drift regions). The n drift region is first depleted by the

p well, provided that the p well has a matching dose to that of n wells. The depleted

n drift regions can sustain a higher breakdown voltage due to a flatter electric field

distribution within the region.

This effect can be explained in a 2D rendering plot. Figure 7.35 illustrates the

electric field (E field) in the n drift region with and without RESURF/superjunction

corresponding to the top down view of the superjunction LDMOS structure.

Figure 7.36 gives the potential and its contour plot of this device.

In comparison with LDMOS, superjunction LDMOS has a higher breakdown

voltage with the same implant energy and dose for n well. On the other hand, with

the same breakdown voltage, superjunction LDMOS can achieve higher dose and

thus lower on-state resistance. Both approaches can greatly enhance the device

figure of merit. As shown in Fig. 7.36 is a comparison of breakdown voltage

between an LDMOS and superjunction LDMOS with the similar structure and

doping (i.e. only difference is the center p well in superjunction LDMOS and n well

in normal LDMOS).

Table 7.6 Simulation data for racetrack LDMOS

Process

simulation

Device

simulation

Total mesh

count

Total number of

planes

Racetrack

LDMOS

38 min 3 h (BV) 42,061(regrid) 41

4 h (IdVd)

30 min (Vth)

30 min (Ron)

Computer configuration: HP desktop with Intel i7-860/6G/1T/NVIDIA GeForce GTX260/Win7

Fig. 7.33 Self-heating effect of racetrack LDMOS
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7.5 Hexagonal VDMOS

LDMOS is a lateral device, meaning the source/body gate and drain terminals are

on top of device and current flows laterally. For high voltage devices, especially for

discrete devices, a lateral solution may not be suitable. Vertical DMOS or VDMOS

applies drain terminal to the back side of the wafer, and the thickness of the drain

Fig. 7.34 Potential lines at breakdown of the superjunction LDMOS (right)

Fig. 7.35 Electric field in the n well and 2D top down view of superjunction concept
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region is usually large. Current flows vertically from drain to source. Figure 7.37

compares the current flow direction between a lateral DMOS and vertical DMOS.

One of the most successful VDMOS structures is called a HEXFET [76] which

has a hexagonal poly gate. The biggest advantage of HEXFET is that it offers very

high packing density and the on-state resistance can be made very low. Seen from

above, this unique structure looks like a honeycomb and the hexagonal cells give

the HEXFET its name.

Fig. 7.36 Simulation result: breakdown voltage IV curve comparison

Fig. 7.37 Comparison of current flow between lateral DMOS and vertical DMOS
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7.5.1 Overview of Simulation Steps

We will use the process simulator to create the structure of the Hexagonal VDMOS.

This is followed by contacts definitions and device simulation. The breakdown

voltage will be modeled for this device. An overview of the simulation steps is

presented in Table 7.7.

7.5.2 Process Simulation of the Hexagonal VDMOS

A VDMOS with hexagonal shaped gate is built with imaginary process steps but

follows the guidelines of references [16] and [76]. First a mask layout is created, as

shown in Fig. 7.38. The cross-section view of the device is shown in Fig. 7.39 with

normal current flow direction during on-state.

7.5.3 Substrate

Unlike many other simulations included in this book where the 3D simulation

improves on a 2D model and shows new physical effects, this device absolutely

requires a full 3D simulation due to its unique shape. The substrate is phosphorus

doped with doping concentration of 1E + 15 cm�3. Note that many real VDMOS

uses highly doped substrate plus a lightly doped epi-layer as the drift region. Since

there is no difference between the two for simulation purposes, the substrate acts as

both n+ drain and n� drift regions in this book. Like the rest of the examples in this

book, all the process step parameters are arbitrary and only used for demonstration

purposes.

Process Simulation Code

mode three.dim
3d_mesh inf=geo
init phosphorus conc=1e15 orient=100 
struct outf=00_sub.str

modethree.dim turns on the full 3D simulation which is used in this example.

The 3d_mesh command reads in mesh declaration statements generated by the

MaskEditor GUI and the init command processes all the mesh commands and

generates the initial substrate for the process simulation. Unlike previous examples,

this device uses an n type substrate, because the substrate will act as the drain drift

region. The 3d_mesh statement loads the geo files. Universal geo files are used in

this example, as shown in Text Box 7.1.
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Table 7.7 Overview of simulation steps for the hexagonal VDMOS

Hexagonal VDMOS Process simulation steps

Step 1: Substrate

Step 2: Gate poly define

Step 3: P body, n+/p+ and drain implant

Step 4: Source/body contact metal deposit

Hexagonal VDMOS Contact definitions for device simulation

Step 5: Contact definitions for device simulation

Hexagonal VDMOS Device simulation
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Step 6: Breakdown voltage simulation

Step 7: Radiation hardening simulation
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Fig. 7.38 Layout of the hexagonal VDMOS

Fig. 7.39 Cross section view

of the hexagonal VDMOS
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Text Box 7.1 Content of a geo File for the VDMOS

line x loc=   0.00000     spacing=   1.08642     tag=lft
line x loc=   2.00000     spacing=  0.162963    
line x loc=   2.50000     spacing=   1.08642    
line x loc=   3.00000     spacing=  0.162963    
line x loc=   4.00000     spacing=   1.08642    
line x loc=   5.00000     spacing=  0.162963    
line x loc=   6.00000     spacing=   1.08642    
line x loc=   7.00000     spacing=  0.162963    
line x loc=   7.50000     spacing=   1.08642    
line x loc=   8.00000     spacing=  0.162963    
line x loc=   10.0000     spacing=   1.08642     tag=rht

line y loc=   0.00000     spacing=  0.892857e-01 tag=top
line y loc=   5.00000     spacing=  0.892857     tag=bot

region silicon xlo=lft xhi=rht ylo=top yhi=bot
bound exposed xlo=lft xhi=rht ylo=top yhi=top
bound backside xlo=lft xhi=rht ylo=bot yhi=bot

7.5.4 Gate Poly Define

The first process step is the deposition of the gate oxide and poly. An etch process

will also be used to create the hexagonal shape.

Process Simulation Code

# Gate Poly Define #
deposit oxide thick=0.03 meshlayer=3
deposit poly phosphorus conc=1e19 thick=0.3 meshlayer=3
include file=hex.gds43.msk
struct outf=01_poly.str

As before, the deposit commands are used to deposit the oxide (30 nm) and

poly (0.3 um). The poly is in-situ doped (N+) and as before, the oxide is deposited

rather than grown to simplify the process simulation.

The include statement loads the mask layout file of poly gate generated by the

MaskEditor GUI. Note that in previous examples, the poly masks were all positive

so the drawn area would correspond to the leftover poly. In this case, we do the

opposite because it is simpler to draw the hexagon hole rather than the leftover poly.

We also simplify the process simulation by using the “etch” purpose of the mask to

remove the oxide and polysilicon in the drawn area. Figure 7.40 shows the mask for

gate poly and Fig. 7.41 gives the simulation result after etching.
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•   Layer name: gate poly
•   Mask thickness: 1.3 um
•   Layer polarity: negative
•   Layer purpose: etch
•   Etch material: poly
•   Etch depth: 0.3 um
•   Etch angle: 0
•   Etch material: oxide
•   Etch depth: 0.03 um
•   Etch angle: 0

Fig. 7.40 Mask layout of gate poly

Fig. 7.41 After poly and gate oxide etch (01_poly.str)
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7.5.5 P Body, N+/P+ and Drain Implant

The p-type body implant step comes next. An implant chain is used (Fig. 7.42).

Process Simulation Code

# Body implant #
include file=hex.gds60.msk
implant boron energy=100 dose=1e12
implant boron energy=160 dose=7e12
etch photoresist all  
diffuse time=5 temp=1000
struct outf=02_body.str

The next step is the n+ and p+ implants to create the source and body contact

regions. The relevant mask layouts are shown in Figs. 7.43 and 7.44. The regrid

statement will increase the mesh density for all p-n junctions of the device.

•    Layer name: body

•    Mask thickness: 1.3 um

•    Layer polarity: negative

•    Layer purpose: general

Fig. 7.42 Mask for p body implant

•    Layer name: n plus
•    Mask thickness: 1.3 um
•    Layer polarity: negative
•    Layer purpose: general

Fig. 7.43 Mask layout for n plus
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Process Simulation Code

# nplus implant #
include file=hex.gds61.msk
struct outf=03_nplus_mask.str
implant phos energy=20 dose=1e15
etch photoresist all  
diffuse time=10/60 temp=950
struct outf=03_nplus.str

# pplus implant #
include file=hex.gds51.msk
struct outf=04_pplus_mask.str
implant boron energy=7 dose=4e15
etch photoresist all  
diffuse time=1 temp=1000
struct outf=04_pplus.str
regrid refine log10.change=7  

Now, we need to flip the wafer to implant n+ drain onto the backside. This is

because the device we are going to simulate is a vertical device, meaning the

current flow is in the vertical direction rather than in the lateral direction that we

are already familiar with. Please note that the drain n+ implant should not be at

the beginning of the process, because the large thermal cycle of the later steps will

drive the implanted n+ drain, increase doping in the drain drift region and degrade

the breakdown voltage.

Process Simulation Code

# flip chip to define drain #
flip_y
implant phosphorus dose=1e15 energy=15
flip_y
diffuse time=1 temp=950
struct outf=05_drain.str

flip_y. . .flip_y. These statements are used to flip the device upside down,

do the implant on the back side of the wafer and then flip it back to its original

orientation.

•    Layer name: p plus
•    Mask thickness: 1.3 um
•    Layer polarity: negative
•    Layer purpose: general

Fig. 7.44 Mask layout for p plus
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7.5.6 Source/Body Contact Metal Deposit

Finally, aluminum is deposited on top of source/body and etched away to make a

contact region. Figure 7.45 is the mask layout for source/body contact and Fig. 7.46

illustrates the final hexagonal VDMOS structure. Net doping chart and 2D cross-

section view are shown in Fig. 7.47.

•    Layer name: s/b contact
•    Mask thickness: 1.3 um
•    Layer polarity: positive 
•    Layer purpose: etch
•    Etch material: aluminum
•    Etch depth: 0.05 um
•    Etch angle: 0

Fig. 7.45 Mask layout for source/body contact

Fig. 7.46 Final structure of the hexagonal VDMOS
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Process Simulation Code

# contact for source/body #
deposit aluminum thick=0.01 
include file=hex.gds42.msk
struct outf=06_contact.str  
export outf=hex.aps xpsize=0.001   

7.5.7 Contact Definitions

Like most power MOSFETs, three terminals/contacts (source, gate and drain) are

defined for this hexagonal VDMOS. The contact placement is shown in Fig. 7.48.

Fig. 7.47 3D and 2D cut (z ¼ 5 um) net doping charts for the hexagonal VDMOS

Fig. 7.48 Contact definitions for the hexagonal VDMOS
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7.5.8 Breakdown Voltage Simulation

Vertical power devices are generally designed to have a higher breakdown voltage

than lateral devices. Since vertical devices are quite often the discrete rather than

Fig. 7.49 Breakdown curve of Hexagonal VDMOS (linear)

Fig. 7.50 Potential plot and 2D center cut (z ¼ 5 um)
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integrated devices. The deep n type substrate acts as a long drain drift region. In this

example the breakdown of the Hexagonal VDMOS exceeds 120 V. The breakdown

voltage simulation result is shown in Fig. 7.49 and the potential plot with 2D cut are

given in Fig. 7.50. The potential lines are fairly flat due to the vertical structure.

Note that in the device simulation code, voltage_3 is the drain voltage while

current_3 is the drain current.

Device Simulation Code

parallel_linear_solver

newton_par damping_step = 10 res_tol= 1.000000e-002 &&
var_tol = 1.000000e-002 max_iter = 60 opt_iter = 30

equilibrium

newton_par damping_step = 12 res_tol= 1.000000e-001 &&
var_tol = 1.000000e-001 max_iter = 60 opt_iter= 30

scan var=voltage_3 value_to=200 init_step=0.5e-2 &&
min_step=0.5e-12 max_step=2 auto_finish=current_3 &&
auto_condition=above auto_until=1e+1

end

7.5.9 Radiation Hardening Simulation

The performance of a MOSFET is known to degrade when subjected to ionizing

radiation such as high energy protons, alpha particles, x-ray and gamma-

rays. Device and circuit design methods to achieve resistance to radiation is called

radiation hardening and devices designed to be resistant to radiation are known

as radiation hardened device. This radiation hardening is necessary when

designing MOSFETs for space applications but is also found in many military

specifications.

Known effects of ionizing radiation include the generation of positive fixed

sheet charge at oxide/silicon interface and the creation of acceptor-like deep level

traps at oxide/silicon interface [77]. The effect of deep-level acceptors near the

silicon channel is similar to an increase of channel p-doping which would shift the

threshold voltage of an n-MOSFET upwards. On the other hand, adding a positive

fixed charge to the channel interface has an effect similar to n-doping which shifts

the threshold voltage downwards.

Figure 7.51 shows the downward shift of threshold voltage due to the introduc-

tion of positive fixed charges with a surface density of 8E + 11 cm�2 and deep

acceptor traps of 2E + 11 cm�2 located at 0.4, 0.6 and 0.8 eV, respectively, below

the conduction band of the silicon band-gap. The net effect of the radiation is a

significant downward shift of the threshold. When calibrated with the total dose of
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ionizing radiation in an experimental setting, the simulation can help design a

MOSFET which is hardened against the effects of radiation in the field.

The commands of the device simulator related to the radiation are listed as

follows. Please note the surface charge density is in 1/m2.

Device Simulation Code

$ surface charge/trap density in unit of 1/m^2
interface model=charge within_y=(-0.001 0.001) fix_charge=8.e15

$ trap level measured below conduction band
interface model=trap trap_type=acceptor within_y=(-0.001 0.001) &&
trap_density=2.e15 trap_level=0.4  &&
trap_life_n=1.e-8 trap_life_p=1.e-8 surftrap_num=1

$ trap level measured below conduction band
interface model=trap trap_type=acceptor within_y=(-0.001 0.001) &&
trap_density=2.e15 trap_level=0.6  &&
trap_life_n=1.e-8 trap_life_p=1.e-8 surftrap_num=2

$ trap level measured below conduction band
interface model=trap trap_type=acceptor within_y=(-0.001 0.001) &&
trap_density=2.e15 trap_level=0.8  &&
trap_life_n=1.e-8 trap_life_p=1.e-8 surftrap_num=3

$ output select
more_output space_charge=yes impact_ionization=yes

Fig. 7.51 Threshold voltage shift with and without radiation
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Please note that the three level positions are selected rather arbitrarily for

demonstration. In real device application, it should be guided by Deep Level

Trap Spectroscopy (DLTS) measurements. The trap life time above is a convenient

quantity to be used to compute the electron capture cross section of the trap

according to the following formula.

stn ¼ ts
vthmNsttn

(7.4)

where ttn is the trap_life_n in the commands and vthm is the thermal velocity:

vthm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8kBT

pm�
nm0

s
(7.5)

where m�
n is the effective mass ratio and other symbols have their usual meanings.

Ns is the surface trap density and ts is the thickness of the surface mesh element. The

final trap recombination rate would be independent of ts when integrated over the

thickness of the surface element and the recombination would become surface

recombination. The trap capture formula for holes is completely similar so that

we omit its description here.

7.5.10 Simulation Data

Table 7.8 gives simulation data for the hexagonal VDMOS.

7.6 NPN Bipolar Junction Transistor

The last example of this chapter is 3D NPN Bipolar Junction Transistor (BJT).

The power BJT is one of the most important building blocks for smart power

IC technology. Most of the process steps are similar to those used previously so

we will skip straight to the results. The mask layout and device cross-section are

shown in Fig. 7.52.

Table 7.8 Simulation data for the hexagonal VDMOS

Process

simulation Device simulation

Total mesh

count

Total number

of planes

Hexagonal VDMOS 4.5 h 4.3 h (GPU,BV) 29,636 27

30 min (GPU, Vth)

Computer configuration: HP desktop with Intel i7-860/6G/1T/NVIDIA GeForce GTX260/Win7
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7.6.1 Process Simulation Result of NPN BJT

Unlike previous device examples, this BJT example has a buried n+ layer, which is

used to connect n type collectors. Buried layer in smart power technology usually

has multiple purposes, like isolation, provide RESURF (see Sect. 7.4) for power

LDMOS, etc.

The n-type buried layer is usually created by high dose and low energy implant

of arsenic or antimony (Sb) after substrate is initialized. Since this implant step is

at the very beginning of the whole process flow, it has to go through a lot of thermal

cycles later on. The implant energy has to be low to keep the buried layer within

required thickness. Quite often, oxide is grown before the buried layer implant

to help further reduce the implant depth. Antimony is a better choice over arsenic

in terms of keeping buried layer thickness within spec for the n-type buried

layer implant.

Fig. 7.52 Mask layout and cross-section (center cut) of NPN BJT
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Note that a thick epi-layer of silicon is grown right after the buried layer anneal.

In fact, in the smart power IC process, the epi-layer (typically several um thick) is

where most devices are built rather than in the substrate.

The process simulation result is shown in Fig. 7.53, which shows three

terminals: collector, base and emitter. Figure 7.54 is the 3D and 2D center cut of

the final net doping charts. The collectors are connected via the buried layer.

Fig. 7.53 Finalized structure of NPN BJT process simulation

Fig. 7.54 3D and 2D center cut net doping charts of NPN BJT
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7.6.2 Device Simulation of NPN BJT

The Gummel plot of the NPN BJT is shown in Fig. 7.55. One can calculate the beta

parameter of the BJT using this plot.

Fig. 7.55 Gummel plot of the NPN BJT
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Chapter 8

3D Interconnect Simulation

In the past, device engineers have often neglected the contribution of metal

interconnect to the on-state resistance (Ron). For larger sized MOSFETs and

power devices, this is no longer true and extensive research has shown that

interconnects are now one of the major contributors to Ron [78]. This chapter will

build an example of a 3D metal interconnect, show how to calculate the intercon-

nect resistance and demonstrate its influence on a large sized MOSFET.

8.1 Process Simulation of 3D Interconnect

In this section, a large MOSFET with a symmetrical source-drain MOSFET with

large size has been simulated with an interdigitated source and drain. Double metal

layer interconnect is built with metal layer #1 (metal 1) as stripes and metal layer #2

(metal 2) as blocks. The gates are connected with metal layers. To simplify the

process, aluminum is used for all metal, contacts and vias Fig. 8.1 is the layout view.

8.1.1 Overview of Simulation Steps

We will use the process simulator to create the structure of the 3D interconnect on a

large sized MOSFET. This is followed by the contact definitions and device

simulation. The on-state resistance will be simulated for this device. An overview

of simulation steps is presented in Table 8.1.

S. Li and Y. Fu, 3D TCAD Simulation for Semiconductor Processes, Devices
and Optoelectronics, DOI 10.1007/978-1-4614-0481-1_8,
# Springer Science+Business Media, LLC 2012
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Fig. 8.1 GDS layout view of the symmetrical MOSFET

Table 8.1 Overview of simulation steps of the 3D interconnect

3D Interconnect Process simulation steps

Step 1: Substrate

Step 2: Oxide and gate poly deposition

Step 3: Source/drain implant

Step 4: Contacts

Step 5: Metal layer 1

(continued)
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8.1.2 Substrate

The first step sets up the initial substrate. A quasi-3D approach is used for the

process simulation to save time since no dopant diffusion takes place in the

z direction.

Process Simulation Code

mode quasi3d
3d_mesh infile=geo
initial boron conc=1e16 orient=100
struct outf=01_sub.str

The content of the geo file is shown below in Text Box 8.1. Again, universal

mesh define is used.

The initial statement processes all the mesh declaration statements and

creates the initial structure for the process simulation. The substrate is boron

doped with a concentration of 1E + 16 cm�3 and crystal orientation is [100].

Figure 8.2 shows the substrate simulation result.

Table 8.1 (continued)

3D Interconnect Process simulation steps

Step 6: Via1 placement

Step 7: Metal 2 formation

3D Interconnect Contact definitions for device simulation

Step 5: Contact definitions for device simulation

3D Interconnect Device simulation
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8.1.3 Oxide and Gate Poly Deposition

Poly layer is deposited first. The poly gates are in stripes and will be used as the

implant mask for source/drain implant as well. The nitride spacer deposition and

etch steps is omitted in this example.

Process Simulation Code

# poly define #
deposit oxide thick=0.005 
deposit poly thick=0.25 conc=1e20 phosphorus meshlayer=4
include file=interconnect.gds43.msk
struct outf = 02_poly_mask.str
etch oxide dry thick=0.015   
struct outf=02_poly.str 

A pair of deposit commands are used for the oxide (50 Å for low voltage

NMOS) and polysilicon (0.25 um) layers. The oxide is deposited rather than

Text Box 8.1 The Content of geo Files

Fig. 8.2 Interconnect simulation result: substrate (01_sub.str)
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thermally grown to simplify the process step. The poly gate layer is in situ doped

with phosphorus with a concentration of 1E + 20 cm�3. The meshlayer parame-

ter is optional but helps increase the simulation accuracy by specifying additional

mesh lines for the newly deposited material.

The include command loads the mask layout file generated by the MaskEditor

GUI (Fig. 8.3). This mask is designed to etch the poly layer: a positive polarity is

used so the drawn area will be protected and the rest will be etched away.

8.1.4 Source/Drain Implant

The source and drain implant step does not have specific mask layer: the already

deposited poly is used as the mask for source and drain implant mask. This portion

of process code is for interconnect with a large multi-fingered MOSFET device. We

will show later a slightly modified code for interconnect without MOSFET device

underneath. The difference is the latter has high substrate doping concentration, and

the implant step for source/drain is neglected.

Process Simulation Code

# source/drainimplant #
implantphos dose=1e15 energy=10 angle=0
diffuse time=1/60 temp=950
structure outfile=03_sd.str
regrid refine log10.change=10
structure outfile=03_sd1.str

Fig. 8.3 Mask layout for poly layer and simulation result of poly gates step (02_poly.str)
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The implant command does a blanket implant of phosphorous which will

also dope the poly. The regrid command refines the mesh around the p-n

junctions.

8.1.5 Contacts

It’s time to place contacts on top of source/drain as well as poly gates.

# contacts definitions #
deposit oxide thick=1.2 meshlayer=4
etch start x=0 y=-3.5 
etch continue x=0 y=-1.2
etch continue x=33 y=-1.2
etch done x=33 y=-3.5
include file = interconnect.gds44.msk
struct outf = 04_contact_mask.str
deposit aluminum thick=1.0
etch start x=0 y=-3.5 
etch continue x=0 y=-0.7 
etch continue x=33 y=-0.7 
etch done x=33 y=-3.5
struct outf = 04_contact.str

Process Simulation Code

The deposit command deposits a layer of oxide which will mimic the interlayer

dielectric (ILD). Note that this is completely artificial and the ILD is an important

part of a real device.

The etch start. . .continue. . .done commands does a preliminary chemical

mechanical polish (CMP). Afterwards, the contact holes are etched using the mask

layout shown in Fig. 8.4 and refilled by depositing aluminum. Another CMP step is

then used to leave a flat surface for the next process step.

8.1.6 Metal Layer 1

In this design, the metal 1 layer consists of stripes that connect all the contacts. An

aluminum layer 0.2 um thick is deposited and then removed using the etch mask of

Fig. 8.5. As mentioned before, nowadays copper are used more often than alumi-

num due to lower resistivity and better electron migration properties.

Process Simulation Code

# metal 1 define # 
deposit aluminum thick=0.2 
include file = interconnect.gds45.msk
struct outf = 05_metal1.str 
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8.1.7 Via 1 Placement

The next step is to place vias on top of the metal 1 layer. The vias are placed in such

a way that the source and drain vias are interdigitated: this allows the metal 2 layer

that will be deposited later to be used for both the source and drain.

Fig. 8.5 Mask layout of metal1 and simulation result of the metal1 step (05_metal1.str)

Fig. 8.4 Mask layout for contacts and simulation result of contacts step (04_contact.str)
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Process Simulation Code

# via1 mask #
deposit oxide thick=0.8 meshlayer=3 
etch start x=0 y=-5.5
etch continue x=0 y=-1.5
etch continue x=33 y=-1.5
etch done x=33 y=-5.5
includefile = interconnect.gds46.msk 
struct outf = 06_via1_mask.str

# via1 placement #
deposit aluminum thick=0.6 meshlayer=3 
etch alum start x=0 y=-5.5
etch alum continue x=0 y=-1.5
etch alum continue x=33 y=-1.5
etch alum done x=33 y=-5.5
struct outf=06_via1.str

As before, deposit is used to create an ILD layer. A CMP process is applied to

flatten the structure afterwards.

Holes for the vias are etched into the oxide layer using the mask layout of

Fig. 8.6. These holes are refilled aluminum and another CMP process is used to

remove excess material and flatten the surface.

8.1.8 Metal 2 Formation

Finally, the metal 2 layer is deposited on top. Metal 2 layer is designed in metal

blocks to reduce the metal resistance. A real process would likely have many more

steps than in this simulation and would likely involve multiple metal layers.

Fig. 8.6 Via 1 mask layout and simulation result of via1 step (06_via1.str)
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Process Simulation Code

# metal 2 define #
deposit aluminum thick=0.25 meshlayer=2
include file = interconnect.gds6.msk 
struct outf = 07_metal2.str
export outfile=int.aps xpsize=0.001

The process steps used here are similar to those of the metal 1 layer and will be

omitted. The final result and the mask layout used for etching are shown in Fig. 8.7.

In order to have a better look at the 3D interconnect, the Inter dielectric layer

(ILD) is intentionally removed from the view. The internal structure with the ILD

removed is shown in Fig. 8.8.

Fig. 8.8 Interconnect simulation result: metal layer2 (08_final.str) without ILD

Fig. 8.7 Mask layout of metal layer 2 and the final simulation result (07_metal2.str)
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8.2 3D Interconnect Structure Without MOSFET

Up till now, we have finished process simulation of a large MOSFET with relatively

complicated interconnect on top. The next step is to perform contact definitions and

device simulation. However, we have noticed that the resistance simulation will

inevitably include the contributions from both MOSFET channel and interconnect.

In order to separate these two contributors, we need build a slightly modified structure.

This structure has a highly doped substrate (boron 1E + 20 cm�3) to rule out the

influence of the substrate. The source/drain implantation step is eliminated so that no

MOSFET structure exists. The substrate is basically used a highly conductive layer.

The final simulation results of both structures are shown in Fig. 8.9, with net

doping chart shown. Please note the differences in substrate doping concentration

and n+ source/drain implant.

8.3 Contact Definitions for Device Simulation

As always, we need to define the contacts before moving on to the device simula-

tion. It is important not mix the term “contact” in the context of process and device

simulation. In the former, it refers to metal electrodes that are deposited. In the

latter case, it refers to equipotential boundary regions; sometimes, the metal is even

Fig. 8.9 Interconnect simulation result (net-doping): metal layer2 (08_final.str)
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ignored and the boundary is applied to the doped semiconductor itself. This will not

be the case here since we are modeling the metal interconnect itself but it is

important to apply the boundary region to the top of the metal.

Figure 8.10 shows the contact definitions for device simulation. Due to the

symmetrical nature of MOSFET, the source and drain terminals are interchangeable.

8.4 Device Simulation: On-State Resistance

We are most interested to see how interconnect influences the total on-state

resistance (Ron). Note that this device has a relatively large size (33 � 33 um)

but in practice, many MOSFETS are much larger and the interconnect contribution

to total resistance can be greater. Also, the FEOL (Front End of the Line) device can

be an LDMOS or other devices.

Device Simulation Code

newton_par damping_step=12. print_flag=3 res_tol=1e-2 var_tol=1e-2

equilibrium

newton_par damping_step=12. print_flag=3 res_tol=1e-2 var_tol=1e-2

scan var=voltage_3 value_to=3 init_step=0.005 max_step=0.2 min_step=1e-6

scan var=voltage_1 value_to=0.1 init_step=0.005 max_step=0.02 min_step=1e-6

stop

Fig. 8.10 Contact definitions for device simulation
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Here, contact 1 is the drain, contact 2 is the source and contact 3 is the gate. For

this example, voltage_3 means the gate voltage and voltage_1 is the drain voltage.

The on-state resistance simulation of the large size MOSFET starts with ramping up

the gate voltage to 3 V to make sure the device is fully turned on. The drain is

subsequently biased to 0.1 V to test the on-state resistance. Figure 8.11 shows the

current magnitude within the device. As might be expected, the center of the

interconnect has the highest current density.

A simple calculation points out that for this particular simulation structure,

interconnect contributes approximately 15.8% of the total MOSFET Ron (with

MOSFET, the resistance is 34.6 Ω, without MOSFET, the resistance is 6.5 Ω).

Please note that many real fabricated devices have a much larger size than this

example so the interconnect contribution can be considerably higher (Fig. 8.12).

Fig. 8.12 Comparison of MOSFET Ron and interconnect resistance only

Fig. 8.11 Current magnitude within a large MOSFET device
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8.5 Simulation Data

Table 8.2 gives simulation data for 3D interconnect simulation

Table 8.2 Simulation data for the 3D interconnect

Process

simulation Device simulation

Total mesh

count

Total number

of planes

3D Interconnect 1 h 20 min (no MOS) 67,566 38

25 min (MOS)

Computer configuration: HP desktop with Intel i7-860/6G/1T/NVIDIA GeForce GTX260/Win7
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Chapter 9

CMOS Image Sensor

Image sensors are widely used in today’s consumer electronics and have been

integrated with various hand held devices like cell phones. Growing interest has

been placed on CMOS image sensor as technology scales and imager sizes approach

that of CCDs [79]. This chapter will give a simplified mock 3D example of an active

pixel CMOS image sensor. A transient simulation is explicitly used here.

9.1 Basics and Principle of Operation

In this chapter, a front-illuminated structure is used, this means the metal wiring is

on top of photodiode and light goes through the metal layer [80]. Figure 9.1

illustrates this structure. Light is shone upon the lens and filtered by the color

filters. It then goes through the metal wires and finally reaches the photodiode. The

metal wiring may reduce the light collected by the photodiode. New method to

prevent this kind of blocking has been developed using backside illumination [80].

While a real manufacturing CMOS image sensor is complicated and the detailed

operation for that is out of scope for this book, a simplified structure based on an

original research paper from Caltech [81] is presented here.

9.1.1 Operation Principle: Step 1

The basic structure of CMOS image sensor is shown in Fig. 9.2 [82]. Two poly

gates are used: the first is called the transfer gate while the other is called the reset

gate. The main light sensitive area is a p-n junction photodiode.

S. Li and Y. Fu, 3D TCAD Simulation for Semiconductor Processes, Devices
and Optoelectronics, DOI 10.1007/978-1-4614-0481-1_9,
# Springer Science+Business Media, LLC 2012
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First, the reset FET drain (Vdd) is biased at 5 V while all other terminals (RST

Gate, TX Gate and Substrate) remain 0 V. Light illuminates the surface of the

photodiode and electron/hole pairs are generated. The potential at the output

terminal is recorded under both dark and light conditions. The applied voltage on

each contact and the potential at the output terminal as a function of time are shown

in Fig. 9.3. Note that substrate contact terminal is always grounded.

Fig. 9.1 CMOS image sensor with front-illuminated structure

Fig. 9.2 2D structural view of CMOS image sensor operation: step 1
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Fig. 9.3 Applied voltage on each contact (left) and potential at the output terminal: step 1
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9.1.2 Operation Principle: Step 2

The gate terminal of reset FET (Reset Gate) is biased to 5 V. This will allow

excessive electrons being transported to the drain of reset FET to reset the potential

of output terminal. The potential of output terminal will be pulled up by the drain of

the reset FET.

In Fig. 9.4, electrons flow from the floating source to the drain. Figure 9.5 gives

the applied voltage on each contact and the potential at the output terminal. Again,

CMOS image sensor device simulation is a transient simulation, so time is used on

the horizontal axis.

9.1.3 Operation Principle: Step 3

The Rest Gate (RST) is subsequently turned off for a little while (Fig. 9.6). From

Fig. 9.7 we can see for both dark and light condition, potential drops at the output

terminal.

9.1.4 Operation Principle: Step 4

Finally, the transfer gate is turned on. Excess carriers generated by the light are

dumped to the floating source region and pull down the potential at the output

terminal (Fig. 9.8). For the dark case, fewer carriers are available to be transferred

to the floating source so a higher potential is observed at the output terminal, as

shown in Fig. 9.9.

Fig. 9.4 Structural view of CMOS image sensor operation: step 2

254 9 CMOS Image Sensor



Fig. 9.5 Applied voltage on each contact (left) and potential at the output terminal: step 2
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9.2 Process Simulation of CMOS Image Sensor

A fake process is used to mimic the CMOS image sensor. The basic process steps

are shown in Table 9.1. Lens and color filter step will be eliminated in this process

simulation for the sake of simplicity. Figure 9.10 shows the layout and cut lines.

Each mask will be shown one by one later.

9.2.1 Overview of Simulation Process Steps

We will use the process simulator to create the structure of the CMOS image sensor.

This is followed by contact definitions and devicemodeling.A transient simulationwill

be used for this device. An overview of the simulation steps is presented in Table 9.1.

9.2.2 Substrate and STI Formation

Thefirst step is to create aSTI “fortress” to isolate thephotodiodeand reset FET regions.

Process Simulation Code

mater_define material_label=tungsten macro_name=tungsten
mater_define material_label=TEOS macro_name=TEOS

mode quasi3d
3d_mesh inf=geo

init boron conc=5.0e16
struct outf=01_sub.str

# STI formation
include file=cis.gds1.msk
struct outf=02_sti.str 

Fig. 9.6 Structural view of CMOS image sensor operation: step 3
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Fig. 9.7 Potential at the output terminal: step 3
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The mater_define statement defines new user materials for the process

simulation: tungsten for contacts in the back end process and TEOS for the ILD

layer. It also creates a link with the appropriate macro defining the material

parameters for the device simulation.

The 3d_mesh command loads various statements generated by the MaskEditor

GUI. Since this device is complicated, segmented mesh define is used and only the

geo file for reset FET is shown in Text Box 9.1. The init statement sets up the

initial substrate for the process simulation. The substrate is p-doped with a boron

concentration of 5E + 16 cm�3.

The include command loads the mask file for the STI. This file is created by

the MaskEditor GUI and uses the “change material” purpose to replace the silicon

material with oxide in a single process step. This is a simplification of the full

process which would involve etching, re-growth and CMP: refer to earlier chapters

for details. The mask layout from Fig. 9.11 has a negative polarity so the drawn area

is etched away and replaced with the new material.

9.2.3 N+ Implant for Photodiode

The second step is n+ implant for photodiode.

Process Simulation Code

# photo diode n implant
deposit oxide thick=0.005
include file=cis.gds2.msk
struct outf=03_PDn_mask.str
implant phos energy=120 dose=5e13 angle=0 rot=0
implant phos energy=70 dose=5e13 angle=0 rot=0
etch photoresist all 
etch start x=-1 y=-2  
etch conti x=-1 y=0. 
etch conti x=4. y=0.
etch done  x=4. y=-2
diffuse time=30 temp=1000
struct outf=03_PDn.str

Fig. 9.8 Structural view of CMOS image sensor operation: step 4
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Fig. 9.9 Potential at the output terminal: step 4
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Table 9.1 Overview of simulation steps of CMOS image sensor

CMOS image sensor Process simulation steps

Step 1: Substrate and STI formation

Step 2: N+ implant for photodiode

Step 3: Source/Drain n+ implant

Step 4: Photodiode p-type implant

Step 5: Gate poly deposition

Step 6: ILD and contacts

Step 7: Metal1 layer

(continued)

260 9 CMOS Image Sensor



Table 9.1 (continued)

CMOS image sensor Contact definitions for device simulation

Step 5: Contact definitions for device simulation

CMOS image sensor Device simulation

Step 6: Transient simulation steps

Fig. 9.10 Layout and MaskEditor cut lines for CMOS image sensor simulation
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The mask file loaded for this step is shown in Fig. 9.12. This mask has a “general

purpose” setting which adds photoresist to protect unaffected device areas from

implantation. The mask polarity is negative so the drawn area is where the photo-

resist is removed and the implantation takes place.

As in previous chapters, an implant chain is used to create a deep and more

uniform doping profile. This is followed by a 30 min annealing step; note that

leftover photoresist must be removed before this step.

Fig. 9.11 The mask file for STI formation (02_sti.str)

Text Box 9.1 Geo File for Reset FET of CMOS Image Sensor Simulation
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9.2.4 Source/Drain N+ Implant

An n+ implant is used to create the floating source of the transfer FET and source/

drain of the reset FET.

Process Simulation Code

# n+ source/drain implant
deposit oxide thick=0.009
include file=cis.gds3.msk 
struct outf=04_Drain_mask.str
implant arsenic energy=10 dose=1e15 angle=0 rot=0 
etch photoresist all
etch start x=-1 y=-2
etch conti x=-1 y=0. 
etch conti x=4. y=0.      
etch done  x=4. y=-2     
diffuse time=1 temp=1000 
struct outf=04_Drain.str 

A deposit statement creates a thin layer (90 Å) of screening oxide for the

implantation: this will be removed afterwards by using an etch command: note

that the first call removes the leftover photoresist while the second call (start . . .

done) removes all material in the affected area and is what actually removes the

oxide.

The implant mask is shown in Fig. 9.13. We note the low ion energy and

diffuse time used here since the n+ regions is shallow.

Fig. 9.12 The mask layout of n+ implant for photodiode and the photoresist of photodiode n-type

implant (03_PDn.str)
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9.2.5 Photodiode P-Type Implant

A second implant is needed to define the p region of the photodiode. Most of the

process steps have been explained already and will be skipped. The relevant mask

layout and simulation results are shown in Fig. 9.14.

Fig. 9.13 Mask layout for source/drain implant (04_Drain.str)

Fig. 9.14 Mask layout for photodiode p implant

264 9 CMOS Image Sensor



Process Simulation Code

# photo diode p implant
deposit oxide thick=0.009
include file=cis.gds4.msk
struct outf=05_PDp_mask.str
implant boron energy=4 dose=1.0e14 angle=0 rot=0
etch photoresist all  
etch start x=-1 y=-2 
etch conti x=-1 y=0.  
etch conti x=4. y=0.    
etch done  x=4. y=-2    
diffuse time=1 temp=1000
struct outf=05_PDp.str

9.2.6 Gate Poly Deposition

This step creates the gates for the transfer and reset FETs.

Process Simulation Code

# gate poly
deposit oxide thick=0.02 meshlayer=2
deposit poly thick=0.2 meshlayer=2 phos conc=1.0e19
include file=cis.gds5.msk
diff time=1 temp=1000
struct outf=06_poly.str

A pair of deposit statements is used for the gate oxide and polysilicon layers.

The oxide is deposited rather than thermally grown to simplify the process simula-

tion. The polysilicon is in-situ dopedwith phosphorous and themeshlayer parameter

adds extra mesh lines to the newly deposited layers. After deposition, the mask file

from Fig. 9.15 is used to etch the poly and oxide. A positive mask polarity is used so

the drawn area represents the left-over area after etching.

A final diffusion step is also used to activate the dopant within the polysilicon. It is

important that this be a quick step so that the previous n+ implantations remain shallow.

9.2.7 ILD and Contacts

The front end process steps are now complete. The remaining steps deal with the

back end: we start the ILD deposition and the creation of the contact holes.
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Process Simulation Code

# ILD
deposit TEOS thick=0.8 meshlayer=3
etch start x=-1 y=-2  
etch conti x=-1 y=-0.8  
etch conti x=4. y=-0.8  
etch done  x=4. y=-2  
struct outf=08_after_passivation.str

# contact
include file=cis.gds6.msk
struct outf=09_poly_contact.str
include file=cis.gds7.msk
struct outf=10_contact.str

The initial step involves the deposition of TEOS as an ILD layer followed by a

CMP process to etch away excess material and leave a flat surface. Afterwards, two

mask files (Fig. 9.16) are used to etch and refill contact holes for the poly and

source/drain contacts. The “change material” simplification is used to replace the

TEOS with tungsten in this step rather than doing the full etch/deposit/polish

process.

Fig. 9.15 The mask layout for poly gate and after poly formation (06_poly.str)
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9.2.8 Metal 1 Layer

As usual, a metal layer will be placed on top to finalize the contacts. This is done using

a blanket deposition of aluminum followed by etching using the mask file of Fig. 9.17.

In Fig. 9.18, the ILD layer is hidden to help visualize the internal structure of the

device: this is not a real process step and is used for visualization purposes only.

Process Simulation Code

# metal 
deposit alum thick=0.3 meshlayer=2
include
struct outf=11_metal.str 

file=cis.gds8.msk

9.3 Contact Definitions for Device Simulation

Contacts need to be defined before moving forward to device simulation. Four

terminals are defined, namely: TX gate (transfer gate, contact #1), RST gate (reset

gate, contact #2), RST drain (contact #3) and substrate (contact #4). Figure 9.19

illustrates the contact locations with net doping chart. Note that the ILD is hidden to

give the reader a better view.

Fig. 9.16 Mask layout for contacts
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9.4 Device Simulation

The CMOS image sensor is different than previous devices because the voltage

input varies in time: this means the entire simulation must be done using transient

analysis. It can be treated like a combination of devices or a simple circuit. As

usual, only the final section of device simulation code is included.

Fig. 9.17 Mask layout of metal layer and simulation result (11_metal.str)

Fig. 9.18 The final view without ILD layer
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9.4.1 Transient Simulation Steps

Two scenarios will be used here, one is the dark case (no light) and the other is the

device under illumination. Both of these will undergo the same bias steps:

Step 1 (scanline¼1):

Equilibrium. All contacts/terminals are set to 0. This also implies the light input is

exactly 0.

Step 2 (scanline¼2):

The voltage on the drain terminal of reset FET is biased to 5 V. Allow 1 ms to

complete the process.

Step 3 (scanline¼3):

The light is turned on, just like a voltage would be. For the light case, the

illumination is set to 5 kW/m2. For the dark case, a small non-zero value is

used. The light value is ramped up over the course of 1 ms which brings the total
time to 2 ms.

Step 4 (scanline¼4):

Allow some time to collect the light-generated signal charge, total time is now

13 ms.

Step 5 (scanline¼5):

Reset gate is turned on by ramping up the voltage on RST gate to 5 V. Allow 1 ms to
complete this process. Total time is now 14 ms.

Step 6 (scanline¼6):

Wait 9 ms for the charge to clean up. Total time is now 23 ms.

Step 7 (scanline¼7):

Turn reset FET back to off by scanning the voltage on the RST Gate to 0 V. This

process takes 1 ms and total time is now 24 ms.

Step 8 (scanline¼8):

Transfer gate is now turned on by ramping up the voltage on the TX Gate to 5 V.

Allow 1 ms to finish this process. Total time is now 26 ms.

Step 9 (scanline¼9):

Wait to let device stabilize: total time is now 25 ms.

Step 10 (scanline¼10):

Allow 5 ms for the transfer to complete. Total time is now 31 ms.

Step 11 (scanline¼11):

Turn off transfer gate by lowering the voltage on the TX gate to 0 V. Allow 1 ms to
finish the process. Total time is now 32 ms.

Step 12 (scanline¼12):

Allow 3 ms of reading time which brings the total to 35 ms. At the output terminal,

dark and light scenarios will show different potential curves due to the difference

in optically-generated electron-hole pairs.
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Device Simulation Code

light_power incident_power=5.e3 wavelength=0.55 profile=(0. 4.75 0.01 0.01)
start_loop symbol=%ii value_from=1 value_to=2
real_func symbol=%lit value_from=1.e-9 value_to=1

$ Solve for equilibrium condition
newton_par damping_step=5. var_tol=1.e-3 res_tol=1.e-3 &&
max_iter=100 opt_iter=15 stop_iter=50 print_flag=3 

$scanline=1
equilibrium

$  Gate_TX-1; Gate_Reset-2; Drain_Reset-3
newton_par damping_step=3. res_tol=1.e0 var_tol=1.e0 &&
max_iter=30 opt_iter=15 stop_iter=15 print_flag=3 &&
change_variable=yes 

$ scanline=2
scan var=voltage_3 value_to=5.0 &&
var2=time value2_to=1.e-6

$ scanline=3
scan var=light value_to=%lit &&
var2=time value2_to=2.e-6

$ scanline=4
$ use 10 us to collect signal charge
scan var=time value_to=13.e-6

$ scanline=5
$ reset briefly to clear up charge at FD
scan var=voltage_2 value_to=5.0 &&
var2=time value2_to=14.e-6

$ scanline=6
$ takes 9 us to clean up
scan var=time value_to=23.e-6

$ scanline=7
$ turn reset MOSFET back to off
scan var=voltage_2 value_to=  0.0 &&
var2=time value2_to=24.e-6 min_step=0.5e-12

$ scanline=8
$ wait a little until other transistors are ready
scan var=time value_to=25.e-6

$ scanline=9
$ transfer the charge by increasing voltage
scan var=voltage_1 value_to=3.0 &&
var2=time value2_to=26.e-6

$ scanline=10
$ allow 5 us for the transfer to complete
scan var=time value_to=31.e-6

$ scan11
$ set TX gate voltage back to zero
scan var=voltage_1 value_to=0. &&
var2=time value2_to=32.e-6

$ scan12
$ allow reading time
scan var=time value_to=35.e-6

end_loop
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light_power incident_power=5.e3 wavelength= 0.55 profile=(0.

4.75 0.01 0.01). This statement sets the incident light power to be 5 kW/m2,

with a wavelength of 0.55 um. profile is the cross section profile of the incident

Fig. 9.19 Contacts defined for device simulation

Fig. 9.20 Transient device simulation result of CMOS image sensor
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light. The actual light value at any given time is this value multiplied by the light

scan variable (which starts at zero at equilibrium).

start_loop symbol=%ii value_from=1 value_to=2
real_func symbol=%lit value_from=1.e-9 value_to=1
......
$ scanline=3
scan var=light value_to=%lit &&
var2=time value2_to=2.e-6
......
end_loop

The start_loop. . .end_loop instructs the simulator to repeat the simulation

within the loop and model the dark and light scenarios in the same input file. The

real_func statement defines a real-valued loop variable which can be used

elsewhere in the input. Here, it defines the maximum value of the light scan

variable: the dark case corresponds to a total light input of 1E-9 � 5 kW/m2 which

essentially means 5E-6 W/m2.

Figure 9.20 shows the simulation result of the potential at the output terminal for

both dark and light conditions.

9.5 Simulation Data

Table 9.2 gives simulation data for the CMOS image sensor simulation.

Table 9.2 Simulation data for the CMOS image sensor

Process

simulation

Device

simulation

Total mesh

count

Total number

of planes

CMOS image sensor 30 min 15 min 27,846 45

Computer configuration: HP desktop with Intel i7-860/6G/1T/NVIDIA GeForce GTX260/Win7
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Chapter 10

Hybrid Silicon Laser

10.1 Introduction

As silicon transistors get smaller and faster, the bottleneck of the IC boils down to

interconnects which traditionally use copper or aluminum wires with limited speed

and bandwidth. Silicon-based optoelectronic integration offers the promise of low-

cost solutions for optical communications and interconnects. A major advance in

this field is the use of III–V lasers bonded on silicon and coupled to silicon

waveguides. Such an approach is called hybrid integration and lasers built using

such this approach are called hybrid silicon lasers.

The hybrid silicon laser is a key enabler for silicon photonics which will be

integrated into silicon photonic chips that could enable the creation of optical data

pipes carrying terabits of information. These terabit optical connections will be

needed to meet the bandwidth and distance requirements of future servers and data

centers powered by hundreds of processors.

We set up a laser diode structure in 3D similar to that reported in Ref. [83] with

device schematic shown in Fig. 10.1. We assume a simple design such that one side

of the laser cavity is coated with an anti-reflection (AR) layer and the output side

uses a distributed Bragg reflector (DBR) to provide wavelength selection and

feedback. A taper structure is used to couple the optical power of the cavity into

the silicon waveguide as confined by air gaps on either side.

In this chapter, we describe the setup steps using MaskEditor. The actual process

steps are much more complicated since the III–V and silicon parts are grown

separately and bonded afterwards. We then describe the basic processing steps

used to generate the device mesh using the process simulation program.

For the device simulation, we will point out the unique physical model that must

be enabled to perform the optoelectronic simulation. We note that the device

simulation of lasers is a complex subject in and of itself. This chapter is only a

short introduction to the subject matter.

S. Li and Y. Fu, 3D TCAD Simulation for Semiconductor Processes, Devices
and Optoelectronics, DOI 10.1007/978-1-4614-0481-1_10,
# Springer Science+Business Media, LLC 2012
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Wewill briefly point out that laser simulation requires several advanced physical

models such as beam propagation methods (BPM), photon rate equations, transfer

matrices/coupled wave equations, thermal/self-heating modeling, etc. Very often,

the laser modeling tool will be a separate component of a device/process modeling

suite.

10.2 Device Setup Using Masks

We use a simple four layer mask structure to set up this LD. As displayed by

MaskEditor in Fig. 10.2 (device top view), layer 1 is a narrow stripe in the center of

the two Hybrid Silicon Laser structure to be used to pattern the silicon waveguide

which forms the lower part of the LD. Layer 2 is used to pattern the silicon outside

of the waveguide this is used to form the air bridge. The air gap would be between

layer 1 and layer 2.

Layer 3 is used to form the main active waveguide of the laser diode. Please note

the taper with the tip pointing to the silicon waveguide. The active MQW are

contained within such an active waveguide. Layer 4 is used to pattern the Cu

contact on both sides of the active waveguide.

Please note that since the device is symmetric, we only simulate the right half to

save on the total mesh.

10.3 Processing Steps

The actual fabrication process steps may be complicated but the mesh set up

simplified using a few deposition and etching steps. We shall only discuss the steps

that are unique for this device and special for processing compound materials here.

Fig. 10.1 Schematic for laser diode
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Please note the following lines in the process simulation input file:

Process Simulation Code

mater_define material_label=air macro_name=air
mater_define material_label=InP macro_name=inp
mater_define material_label=Cu macro_name=cu
mater_define material_label=InGaAsP_bar macro_name=ingaasp var_symbol1=y 
var1=0.3
mater_define material_label=InGaAsP_qw macro_name=ingaasp 
active_macro=InGaAsP/InP var_mode quasi3d
#mode three.dim
3d_mesh inf=geo
#restart file=06_mask4.str

Compared with earlier device processing files, this device consists of compound

material which the process simulator may not recognize. The command

mater_define allows the association of new material name with material macros

in the device simulator so that material database can easily be located after process

simulation. The material database of the device simulator contains hundreds of

materials and more can be added by the end user.

The following input commands forms the silicon waveguide using layer1 and

layer2 masks.

Process Simulation Code

init
struct outf=01_sub.str
1.3 Processing steps 3
deposit silicon thick=0.52 meshlayer=4
include file=taper_mask1.msk
struct outf=02_mask1.str
include file=taper_mask2.msk
struct outf=02_mask2.str

Fig. 10.2 The four layer

mask layout for the LD
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Please note that the action associated with mask 1 (layer 1) is to cover up part of

the device, change the exposed area into air and finally remove the photoresist. For

mask2, we cover up the middle part where the waveguide was already formed and

change exposed outside area into oxide to make the air bridge. The results of these

two steps are shown in Fig. 10.3.

Next, we deposit all the material layers to form the active MQW:

Process Simulation Code

deposit oxide thick=0.01
deposit InP thick=0.1 meshlayer=4 n_doping conc=2.e18
# this would define the whole InP base
deposit InGaAsP_bar thick=0.1 meshlayer=4 n_doping conc=5.e17
deposit InGaAsP_qw thick=0.008 meshlayer=3
deposit InGaAsP_bar thick=0.01 meshlayer=3
deposit InGaAsP_qw thick=0.008 meshlayer=3
deposit InGaAsP_bar thick=0.01 meshlayer=3
deposit InGaAsP_qw thick=0.008 meshlayer=3
deposit InGaAsP_bar thick=0.1 meshlayer=3
deposit InP thick=1. meshlayer=7 ratio=1.3 p_doping conc=2.e18
# add up the above to etch to InP, allow 0.2 um for lateral injection
# tot=1.2+0.044
include file=taper_mask3.msk
struct outf=03_mask3.str
etch dry thick=1.244
etch photores all
struct outf=04_wavegd.str

After we have all the MQW layers in place, we deposit and pattern the photore-

sist to cover up the middle part of the active waveguide using mask3 above. Then

we use dry etch to form the active waveguide before removing the photoresist. The

results at this step are shown in Fig. 10.4 which clearly indicates the shape of a

tapered waveguide.

Fig. 10.3 The simulation result of layer1 and layer2
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Finally, we make the Cu side contacts using mask4.

Process Simulation Code

deposit Cu thick=0.3 meshlayer=4
include file=taper_mask4.msk
struct outf=05_mask4.str
etch InP all segm=5
etch InP all segm=6
struct outf=06_inp_etch.str
deposit air thick=1.444 meshlayer=5
struct outf=07_dep_air.str
etch air start x=-1 y=-1.5
etch air cont x=10 y=-1.5
etch air cont x=10 y=-5.5
etch air done x=-1 y=-5.5
struct outf=08_air_etch.str
activation.model n_doping fraction=1.0 force
activation.model p_doping fraction=1.0 force
struct outf=09_final.str
export outf=taper.aps xpsize=0.001
quit

Please note that air is a special insulating material which we use to fill up the

side and some top part of the waveguide. Air is necessary to provide the material

refractive index for optical calculation although it does not affect the electrical

model. Figure 10.5 shows the final structure (minus the air) with 3D mesh

allocation.

Fig. 10.4 The simulation result of layer3
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10.4 Laser Characteristics

The laser characteristics can be obtained from the following solution input file

which is mostly generated by the export command in the process simulation:

Device Simulation Code

begin
$ modified from template.sol by adding suprem_contact and contact commands
$ then, add equlibrium and scan action commands.

include file=zmesh.zst &&
ignore1=load_mesh ignore2=output ignore3=export_3dgeo
load_mesh mesh_inf=taper.aps suprem_import=yes
...
...
...
$ Ajudst refractive index which affects the optical confinement
real_index value=3.9 mater=7
real_index value=3.45 mater=5
affinity value=4.03 mater=6
$ Adjust work function to make sure Cu has no
$ injection barrier, or tunneling would have to be used.
affinity value=4.03 mater=6
$ Wave boundary is used only when optical modes are solved
wave_boundary point_ll=[ 0.000000000000E+000 -0.5] &&
point_ur=[ 3. 1.5]
init_wave backg_loss=500. &&
boundary_type=(2 1 1 1 ) init_wavel=1.3 &&
wavel_range=(1.25, 1.35)
direct_eigen
newton_par max_iter=300
equilibrium
start_loop symbol=%zk value_from=1 value_to=6
rtgain_phase density=2.0e24 zseg_num=%zk
end_loop
$ Set Newton parameters for solution with bias
newton_par var_tol=1.e-3 res_tol=1.e-3 change_variable=yes &&
max_iter=40 opt_iter=20 damping_step=5
$ use rtgain checking here just to initialize data for the next scan
scan var=voltage_1 value_to=-1.2 max_step=0.1 &&
auto_finish=current_1 auto_until=1.e-4 auto_condition=above
scan var=current_1 value_to=100.e-3 max_step=0.5e-3 &&
auto_finish=rtgain auto_until=0.9 init_step=0.1e-3

scan var=current_1 value_to=100.e-3 max_step=2.e-3 &&
solve_rtg=yes init_step=0.1e-3
end
$ **********************************************************
begin_zsol
$
$ AR coated on the right side
$
longitudinal left_f_refl=0.9 right_f_refl=0.0 ref_wavel=1.30e-6
$ loop is not yet ready for this session
section kappa_real=0. &&
sec_num=1 mesh_points=8 zseg_num=1
section kappa_real=0. &&
sec_num=2 mesh_points=8 zseg_num=2
section kappa_real=0. &&
sec_num=3 mesh_points=8 zseg_num=3
section kappa_real=0. &&
sec_num=4 mesh_points=4 zseg_num=4
section kappa_real=2000. &&
sec_num=5 mesh_points=8 zseg_num=5
section kappa_real=2000. &&
sec_num=6 mesh_points=8 zseg_num=6
mode_srch omega_xrange=25. omega_yrange=5.0 adjust_range=yes
end_zsol
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Please pay attention the following points which are unique to the simulation of

MQW laser diodes.

• real_index command is used to adjust the refractive index which determines

the optical confinement within the waveguide (WG) and couples the optical

power from active InP waveguide to passive silicon waveguide underneath.

Careful design of the index profile is critical for the hybrid laser to work

properly, to achieve large optical confinement within the MQW while also

providing sufficient power transfer to the silicon passive WG. The optical

modes can be seen in Fig. 10.6 which shows modal power in both MQW and

lower WG.

Fig. 10.5 Final structure with 3D mesh allocation

Fig. 10.6 Modal power in both MQW and lower WG
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Text Box 10.1 A Fragment of Run Time Message

photon# lambda long.mode lat.mode
0.244272E+03 0.130196E+01 1 1
0.294662E+03 0.130187E+01 2 1
0.370348E+03 0.130153E+01 3 1
0.375758E+03 0.130119E+01 4 1
0.496542E+03 0.130075E+01 5 1
0.819769E+03 0.130041E+01 6 1
0.865770E+06 0.130007E+01 7 1
0.230580E+04 0.129978E+01 8 1
0.477961E+03 0.129937E+01 9 1
0.451737E+03 0.129902E+01 10 1
0.336417E+03 0.129869E+01 11 1
0.332875E+03 0.129825E+01 12 1
0.312083E+03 0.129791E+01 13 1
Use long. mode wavelength (um)= 1.30006873367826
Seg: 1 Modal gain (1/m): 0.167495E+04
At lambda= 1.30006873367826
Use long. mode wavelength (um)= 1.30006873367826
Seg: 2 Modal gain (1/m): 0.149310E+04
At lambda= 1.30006873367826
Use long. mode wavelength (um)= 1.30006873367826
Seg: 3 Modal gain (1/m): 0.170720E+04
At lambda= 1.30006873367826
Use long. mode wavelength (um)= 1.30006873367826
Seg: 4 Modal gain (1/m): -0.114713E+05
At lambda= 1.30006873367826
=========WARNING=========
Op�cal confinement factor for
ac�ve region number 4
is very small: 0.000000000000000E+000
=====end of WARNING======
Use long. mode wavelength (um)= 1.30006873367826
Seg: 5 Modal gain (1/m): -0.500000E+03
At lambda= 1.30006873367826
=========WARNING=========
Op�cal confinement factor for
ac�ve region number 4
is very small: 0.000000000000000E+000
=====end of WARNING======
Use long. mode wavelength (um)= 1.30006873367826
Seg: 6 Modal gain (1/m): -0.500000E+03
At lambda= 1.30006873367826
MQW Reg.# 1 Average Conc. (n&p)= 0.2260E+25 0.2805E+25
Reg.# 1 Levels: Gamma= 1 L= 3 HH= 3 LH= 2
MQW Reg.# 2 Average Conc. (n&p)= 0.2239E+25 0.2775E+25
Reg.# 2 Levels: Gamma= 1 L= 3 HH= 3 LH= 2
MQW Reg.# 3 Average Conc. (n&p)= 0.2715E+25 0.3451E+25
Reg.# 3 Levels: Gamma= 1 L= 3 HH= 3 LH= 2
MQW Reg.# 4 Average Conc. (n&p)= 0.8907E+23 0.1305E+22
Reg.# 4 Levels: Gamma= 1 L= 3 HH= 3 LH= 2 

Cmplx lateral modal index for z-segment:  6
1 (3.28816473918325,5.412059994762079E-005)
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• The work function of Cu is adjusted to provide easy injection of carriers into p-InP.

Without such adjustment, quantum tunneling would have to be used to inject hole

across a thick barrier, which we avoid here. It would also be possible to use an

ohmic boundary condition provided the semiconductor was sufficiently doped.

• The commands wave_boundary, init_wave direct_eigen and

rtgain_phase are needed for laser diode simulation to define the model

mode boundaries, setting the wavelength range for the mode solver and

initializing the longitudinal rate equations.

• An extra section starting with begin_zsol is needed to define parameters

relating to the longitudinal modes. The Bragg gratings are not explicitly

shown in the electrical or process simulation but are merely defined by the

optical coupling coefficient kappa. This approach is warranted because in

reality, gratings are often created by etching the top surface to perturb the

effective index of the mode which does not perturb the electrical solution very

much.

• When turning on the current/voltage using the scan command, special

parameters are used to monitor the round-trip-gain of the laser cavity until it is

close enough to lasing. Then finally, the flag solve_rtg is turned on to allow

the solution of rate equation for each longitudinal mode along with the usual

drift-diffusion equations related to electrical current.

When running the simulation, the run-time message will contain information

about the MQW quantum states, optical modal gain and cavity photon number.

Text Box 10.1 is a fragment of the run-time message. Some of the warnings below

Fig. 10.7 The lasing power from the DBR side
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are issued because the waveguide design is unusual for a laser (because of the

transfer of power to the silicon).

The results of the simulation are briefly presented here. The lasing power from

the DBR side (adjustable using DBR kappa and length of DBR) is indicated in

Fig. 10.7 while the output spectrum is shown in Fig. 10.8.

In summary, simulation of hybrid silicon laser, or any other type of laser can be

set up using masks in the same way as other conventional silicon based devices. The

only difference is in the material definition in process simulation and use of optical

models which are made accurate by quantum mechanical calculation of MQW.

10.5 Simulation Data (Table 10.1)

Fig. 10.8 The output spectrum

Table 10.1 Simulation data for the hybrid laser

Process simulation Device simulation Total mesh count Total number of planes

Hybrid laser 3 min 15 min 3,674 6

Computer configuration: Toshiba Laptop with Intel P8700-2.53G/4G/Win7
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